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“Well, in our country,” said Alice, still panting a little, “you’d generally get to somewhere else—if you run very fast for a long time, as we’ve been doing.”


“A slow sort of country!” said the Queen. "Now, here, you see, it takes all the running you can do, to keep in the same place. If you want to get somewhere else, you must run at least twice as fast as that!”



— Lewis Carroll, Through the Looking-Glass






	The Ideology Is Not The Movement

	Against Tulip Subsidies

	Book Review: Hive Mind

	SSC Gives A Graduation Speech

	Basic Income, Not Basic Jobs: Against Hijacking Utopia

	Bulls**t Jobs (Part 1 of ∞)

	Considerations On Cost Disease

	What Happened To ’90s Environmentalism?

	The Atomic Bomb Considered As Hungarian High School Science Fair Project

	Hungarian Education II: Four Nobel Truths

	Hungarian Education III: Mastering The Core Teachings Of The Budapestians

	Book Review: Seeing Like A State

	Book Review: Legal Systems Very Different From Ours

	Book Review: The Secret Of Our Success

	Book Review: Secular Cycles

	Book Review: Ages Of Discord

	1960: The Year The Singularity Was Cancelled

	Ars Longa, Vita Brevis






















The Ideology Is Not The Movement

April 4, 2016


I

Why is there such a strong Sunni/Shia divide?


I know the Comparative Religion 101 answer. The early Muslims were debating who was the rightful caliph. Some of them said Abu Bakr, others said Ali, and the dispute has been going on ever since. On the other hand, that was fourteen hundred years ago, both candidates are long dead, and there’s no more caliphate. You’d think maybe they’d let the matter rest.


Sure, the two groups have slightly different hadith and schools of jurisprudence, but how many Muslims even know which school of jurisprudence they’re supposed to be following? It seems like a pretty minor thing to have centuries of animus over.


And so we return again to Robbers’ Cave:



The experimental subjects — excuse me, “campers” — were 22 boys between 5th and 6th grade, selected from 22 different schools in Oklahoma City, of stable middle-class Protestant families, doing well in school, median IQ 112. They were as well-adjusted and as similar to each other as the researchers could manage.


The experiment, conducted in the bewildered aftermath of World War II, was meant to investigate the causes—and possible remedies—of intergroup conflict. How would they spark an intergroup conflict to investigate? Well, the 22 boys were divided into two groups of 11 campers, and —


— and that turned out to be quite sufficient.


The researchers’ original plans called for the experiment to be conducted in three stages. In Stage 1, each group of campers would settle in, unaware of the other group’s existence. Toward the end of Stage 1, the groups would gradually be made aware of each other. In Stage 2, a set of contests and prize competitions would set the two groups at odds.


They needn’t have bothered with Stage 2. There was hostility almost from the moment each group became aware of the other group’s existence: They were using our campground, our baseball diamond. On their first meeting, the two groups began hurling insults. They named themselves the Rattlers and the Eagles (they hadn’t needed names when they were the only group on the campground).


When the contests and prizes were announced, in accordance with pre-established experimental procedure, the intergroup rivalry rose to a fever pitch. Good sportsmanship in the contests was evident for the first two days but rapidly disintegrated.


The Eagles stole the Rattlers’ flag and burned it. Rattlers raided the Eagles’ cabin and stole the blue jeans of the group leader, which they painted orange and carried as a flag the next day, inscribed with the legend “The Last of the Eagles”. The Eagles launched a retaliatory raid on the Rattlers, turning over beds, scattering dirt. Then they returned to their cabin where they entrenched and prepared weapons (socks filled with rocks) in case of a return raid. After the Eagles won the last contest planned for Stage 2, the Rattlers raided their cabin and stole the prizes. This developed into a fistfight that the staff had to shut down for fear of injury. The Eagles, retelling the tale among themselves, turned the whole affair into a magnificent victory—they’d chased the Rattlers “over halfway back to their cabin” (they hadn’t).


Each group developed a negative stereotype of Them and a contrasting positive stereotype of Us. The Rattlers swore heavily. The Eagles, after winning one game, concluded that the Eagles had won because of their prayers and the Rattlers had lost because they used cuss-words all the time. The Eagles decided to stop using cuss-words themselves. They also concluded that since the Rattlers swore all the time, it would be wiser not to talk to them. The Eagles developed an image of themselves as proper-and-moral; the Rattlers developed an image of themselves as rough-and-tough.



If the researchers had decided that the real difference between the two groups was that the Eagles were adherents of Eagleism, which held cussing as absolutely taboo, and the Rattlers adherents of Rattlerism, which held it a holy duty to cuss five times a day – well, that strikes me as the best equivalent to saying that Sunni and Shia differ over the rightful caliph.


II

Nations, religions, cults, gangs, subcultures, fraternal societies, internet communities, political parties, social movements – these are all really different, but they also have some deep similarities. They’re all groups of people. They all combine comradery within the group with a tendency to dislike other groups of the same type. They all tend to have a stated purpose, like electing a candidate or worshipping a deity, but also serve a very important role as impromptu social clubs whose members mostly interact with one another instead of outsiders. They all develop an internal culture such that members of the groups often like the same foods, wear the same clothing, play the same sports, and have the same philosophical beliefs as other members of the group – even when there are only tenuous links or no links at all to the stated purpose. They all tend to develop sort of legendary histories, where they celebrate and exaggerate the deeds of the groups’ founders and past champions. And they all tend to inspire something like patriotism, where people are proud of their group membership and express that pride through conspicuous use of group symbols, group songs, et cetera. For better or worse, the standard way to refer to this category of thing is “tribe”.


Tribalism is potentially present in all groups, but levels differ a lot even in groups of nominally the same type. Modern Belgium seems like an unusually non-tribal nation; Imperial Japan in World War II seems like an unusually tribal one. Neoliberalism and market socialism seem like unusually non-tribal political philosophies; communism and libertarianism seem like unusually tribal ones. Corporations with names like Amalgamated Products Co probably aren’t very tribal; charismatic corporations like Apple that become identities for their employees and customers are more so. Cults are maybe the most tribal groups that exist in the modern world, and those Cult Screening Tools make good measures for tribalism as well.


The dangers of tribalism are obvious; for example, fascism is based around dialing a country’s tribalism up to eleven, and it ends poorly. If I had written this essay five years ago, it would be be titled “Why Tribalism Is Stupid And Needs To Be Destroyed”. Since then, I’ve changed my mind. I’ve found that I enjoy being in tribes as much as anyone else.


Part of this was resolving a major social fallacy I’d had throughout high school and college, which was that the correct way to make friends was to pick the five most interesting people I knew and try to befriend them. This almost never worked and I thought it meant I had terrible social skills. Then I looked at what everyone else was doing, and I found that instead of isolated surgical strikes of friendship, they were forming groups. The band people. The mock trial people. The football team people. The Three Popular Girls Who Went Everywhere Together. Once I tried “falling in with” a group, friendship became much easier and self-sustaining precisely because of all of the tribal development that happens when a group of similar people all know each other and have a shared interest. Since then I’ve had good luck finding tribes I like and that accept me – the rationalists being the most obvious example, but even interacting with my coworkers on the same hospital unit at work is better than trying to find and cultivate random people.


Some benefits of tribalism are easy to explain. Tribalism intensifies all positive and prosocial feelings within the tribe. It increases trust within the tribe and allows otherwise-impossible forms of cooperation – remember Haidt on the Jewish diamond merchants outcompeting their rivals because their mutual Judaism gave them a series of high-trust connections that saved them costly verification procedures? It gives people a support network they can rely on when their luck is bad and they need help. It lets you “be yourself” without worrying that this will be incomprehensible or offensive to somebody who thinks totally differently from you. It creates an instant densely-connected social network of people who mostly get along with one another. It makes people feel like part of something larger than themselves, which makes them happy and can (provably) improves their physical and mental health.


Others are more complicated. I can just make motions at a feeling that “what I do matters”, in the sense that I will probably never be a Beethoven or a Napoleon who is very important to the history of the world as a whole, but I can do things that are important within the context of a certain group of people. All of this is really good for my happiness and mental health. When people talk about how modern society is “atomized” or “lacks community” or “doesn’t have meaning”, I think they’re talking about a lack of tribalism, which leaves people all alone in the face of a society much too big to understand or affect. The evolutionary psychology angle here is too obvious to even be worth stating.


And others are entirely philosophical. I think some people would say that wanting to have a tribe is like wanting to have a family – part of what it means to be human – and demands to justify either are equally wrong-headed.


Eliezer thinks every cause wants to be a cult. I would phrase this more neutrally as “every cause wants to be a tribe”. I’ve seen a lot of activities go through the following cycle:


	Let’s get together to do X

	Let’s get together to do X, and have drinks afterwards

	Let’s get together to discuss things from an X-informed perspective

	Let’s get together to discuss the sorts of things that interest people who do X

	Let’s get together to discuss how the sort of people who do X are much better than the sort of people who do Y.

	Dating site for the sort of people who do X

	Oh god, it was so annoying, she spent the whole date talking about X.

	X? What X?


This can happen over anything or nothing at all. Despite the artificial nature of the Robbers’ Cove experiment, its groups are easily recognized as tribes. Indeed, the reason this experiment is so interesting is that it shows tribes in their purest form; no veneer of really being about pushing a social change or supporting a caliph, just tribes for tribalism’s sake.


III

Scholars call the process of creating a new tribe “ethnogenesis” – Robbers’ Cave was artificially inducing ethnogenesis to see what would happen. My model of ethnogenesis involves four stages: pre-existing differences, a rallying flag, development, and dissolution.


Pre-existing differences are the raw materials out of which tribes are made. A good tribe combines people who have similar interests and styles of interaction even before the ethnogenesis event. Any description of these differences will necessarily involve stereotypes, but a lot of them should be hard to argue. For example, atheists are often pretty similar to one another even before they deconvert from their religion and officially become atheists. They’re usually nerdy, skeptical, rational, not very big on community or togetherness, sarcastic, well-educated. At the risk of going into touchier territory, they’re pretty often white and male. You take a sample of a hundred equally religious churchgoers and pick out the ones who are most like the sort of people who are atheists even if all of them are 100% believers. But there’s also something more than that. There are subtle habits of thought, not yet described by any word or sentence, which atheists are more likely to have than other people. It’s part of the reason why atheists need atheism as a rallying flag instead of just starting the Skeptical Nerdy Male Club.


The rallying flag is the explicit purpose of the tribe. It’s usually a belief, event, or activity that get people with that specific pre-existing difference together and excited. Often it brings previously latent differences into sharp relief. People meet around the rallying flag, encounter each other, and say “You seem like a kindred soul!” or “I thought I was the only one!” Usually it suggests some course of action, which provides the tribe with a purpose. For atheists, the rallying flag is not believing in God. Somebody says “Hey, I don’t believe in God, if you also don’t believe in God come over here and we’ll hang out together and talk about how much religious people suck.” All the atheists go over by the rallying flag and get very excited about meeting each other. It starts with “Wow, you hate church too?”, moves on to “Really, you also like science fiction?”, and ends up at “Wow, you have the same undefinable habits of thought that I do!”


Development is all of the processes by which the fledgling tribe gains its own culture and history. It’s a turning-inward and strengthening-of-walls, which transforms it from ‘A Group Of People Who Do Not Believe In God And Happen To Be In The Same Place’ to ‘The Atheist Tribe’. For example, atheists have symbols like that ‘A’ inside an atom. They have jokes and mascots like Russell’s Teapot and the Invisible Pink Unicorn. They have their own set of heroes, both mythologized past heroes like Galileo and controversial-but-undeniably-important modern heroes like Richard Dawkins and Daniel Dennett. They have celebrities like P.Z. Myers and Hemant Mehta. They have universally-agreed-upon villains to be booed and hated, like televangelists or the Westboro Baptist Church. They have grievances, like all the times that atheists have been fired or picked on by religious people, and all the laws about pledging allegiance to one nation under God and so on. They have stereotypes about themselves – intelligent, helpful, passionate – and stereotypes about their outgroups – deluded, ignorant, bigoted.


Dissolution is optional. The point of the previous three steps is to build a “wall” between the tribe and the outside, a series of systematic differences that let everybody know which side they’re on. If a tribe was never really that different from the surrounding population, stops caring that much about its rallying flag, and doesn’t develop enough culture, then the wall fails and the members disperse into the surrounding population. The classic example is the assimilation of immigrant groups like Irish-Americans, but history is littered with failed communes, cults, and political movements. Atheism hasn’t quite dissolved yet, but occasionally you see hints of the process. A lot of the comments around “Atheism Plus” centered around this idea of “Okay, talking about how there’s no God all the time has gotten boring, plus nobody interesting believes in God anymore anyway, so let’s become about social justice instead”. The parts of atheism who went along with that message mostly dissolved into the broader social justice community – there are a host of nominally atheist blogs that haven’t talked about anything except social justice in months. Other fragments of the atheist community dissolved into transhumanism, or libertarianism, or any of a number of other things. Although there’s still an atheist community, it no longer seems quite as vibrant and cohesive as it used to be.


We can check this four-stage model by applying it to the Sunni and Shia and seeing if it sticks.


I know very little about early Islam and am relying on sources that might be biased, so don’t declare a fatwa against me if I turn out to be wrong, but it looks like from the beginning there were big pre-existing differences between proto-Shia and proto-Sunni. A lot of Ali’s earliest supporters were original Muslims who had known Mohammed personally, and a lot of Abu Bakr’s earliest supporters were later Muslims high up in the Meccan/Medinan political establishment who’d converted only after it became convenient to do so. It’s really easy to imagine cultural, social, and personality differences between these two groups. Probably members in each group already knew one another pretty well, and already had ill feelings towards members of the other, without necessarily being able to draw the group borders clearly or put their exact differences into words. Maybe it was “those goody-goodies who are always going on about how close to Mohammed they were but have no practical governing ability” versus “those sellouts who don’t really believe in Islam and just want to keep playing their political games”.


Then came the rallying flag: a political disagreement over the succession. One group called themselves “the party of Ali”, whose Arabic translation “Shiatu Ali” eventually ended up as just “Shia”. The other group won and called itself “the traditional orthodox group”, in Arabic “Sunni”. Instead of a vague sense of “I wonder whether that guy there is one of those goody-goodies always talking about Mohammed, or whether he’s a practical type interested in good governance”, people could just ask “Are you for Abu Bakr or Ali?” and later “Are you Sunni or Shia?” Also at some point, I’m not exactly sure how, most of the Sunni ended up in Arabia and most of the Shia ended up in Iraq and Iran, after which I think some pre-existing Iraqi/Iranian vs. Arab cultural differences got absorbed into the Sunni/Shia mix too.


Then came development. Both groups developed elaborate mythologies lionizing their founders. The Sunni got the history of the “rightly-guided caliphs”, the Shia exaggerated the first few imams to legendary proportions. They developed grievances against each other; according to Shia history, the Sunnis killed eleven of their twelve leaders, with the twelfth escaping only when God directly plucked him out of the world to serve as a future Messiah. They developed different schools of hadith interpretation and jurisprudence and debated the differences ad nauseum with each other for hundreds of years. A lot of Shia theology is in Farsi; Sunni theology is entirely in Arabic. Sunni clergy usually dress in white; Shia clergy usually dress in black and green. Not all of these were deliberately done in opposition to one another; most were just a consequence of the two camps being walled off from one another and so allowed to develop cultures independently.


Obviously the split hasn’t dissolved yet, but it’s worth looking at similar splits that have. Catholicism vs. Protestantism is still a going concern in a few places like Ireland, but it’s nowhere near the total wars of the 17th century or even the Know-Nothing-Parties of the 19th. Consider that Marco Rubio is Catholic, but nobody except Salon particularly worries about that or says that it will make him unsuitable to lead a party representing the interests of very evangelical Protestants. Heck, the same party was happy to nominate Mitt Romney, a Mormon, and praise him for his “Christian faith”. Part of it is the subsumption of those differences into a larger conflict – most Christians acknowledge Christianity vs. atheism to be a bigger deal than interdenominational disputes these days – and part of it is that everyone of every religion is so influenced by secular American culture that the religions have been reduced to their rallying flags alone rather than being fully developed tribes at this point. American Sunni and Shia seem to be well on their way to dissolving into each other too.


IV

I want to discuss a couple of issues that I think make more sense once you understand the concept of tribes and rallying flags:


1. Disability

I used to be very confused by disabled people who insist on not wanting a “cure” for their condition. Deaf people and autistic people are the two classic examples, and sure enough we find articles like Not All Deaf People Want To Be Cured and They Don’t Want An Autism Cure. Autistic people can at least argue their minds work differently rather than worse, but being deaf seems to be a straight-out disadvantage: the hearing can do anything the deaf can, and can hear also. A hearing person can become deaf at any time just by wearing earplugs, but a deaf person can’t become hearing, at least not without very complicated high-tech surgeries.


When I asked some deaf friends about this, they explained that they had a really close-knit and supportive deaf culture, and that most of their friends, social events, and ways of relating to other people and the world were through this culture. This made sense, but I always wondered: if you were able to hear, couldn’t you form some other culture? If worst came to worst and nobody else wanted to talk to you, couldn’t you at least have the Ex-Deaf People’s Club?


I don’t think so. Deafness acts as a rallying flag that connects people, gives them a shared foundation to build culture off of, and walls the group off from other people. If all deaf people magically became able to hear, their culture would eventually drift apart, and they’d be stuck without an ingroup to call their own.


Part of this is reasonable cost-benefit calculation – our society is so vast and atomized, and forming real cohesive tribes is so hard, that they might reasonably expect it would be a lot of trouble to find another group they liked as much as the deaf community. But another part of this seems to be about an urge to cultural self-preservation.


2. Genocide

This term is kind of overused these days. I always thought of it as meaning literally killing every member of a certain group – the Holocaust, for example – but the new usage includes “cultural genocide”. For example, autism rights advocates sometimes say that anybody who cured autism would be committing genocide – this is of course soundly mocked, but it makes sense if you think of autistic people as a tribe that would be dissolved absent its rallying flag. The tribe would be eliminated – thus “cultural genocide” is a reasonable albeit polemical description.


It seems to me that people have an urge toward cultural self-preservation which is as strong or stronger as the urge to individual self-preservation. Part of this is rational cost-benefit calculation – if someone loses their only tribe and ends up alone in the vast and atomized sea of modern society, it might take years before they can find another tribe and really be at home there. But a lot of it seems to be beyond that, an emotional certainty that losing one’s culture and having it replaced with another is not okay, any more than being killed at the same time someone else has a baby is okay. Nor do I think this is necessarily irrational; locating the thing whose survival you care about in the self rather than the community is an assumption, and people can make different assumptions without being obviously wrong.


3. Rationalists

The rationalist community is a group of people (of which I’m a part) who met reading the site Less Wrong and who tend to hang out together online, sometimes hang out together in real life, and tend to befriend each other, work with each other, date each other, and generally move in the same social circles. Some people call it a cult, but that’s more a sign of some people having lost vocabulary for anything between “totally atomized individuals” and “outright cult” than any particular cultishness.


But people keep asking me what exactly the rationalist community is. Like, what is the thing they believe that makes them rationalists? It can’t just be about being rational, because loads of people are interested in that and most of them aren’t part of the community. And it can’t just be about transhumanism because there are a lot of transhumanists who aren’t rationalists, and lots of rationalists who aren’t transhumanists. And it can’t just be about Bayesianism, because pretty much everyone, rationalist or otherwise, agrees that is a kind of statistics that is useful for some things but not others. So what, exactly, is it?


This question has always bothered me, but now after thinking about it a lot I finally have a clear answer: rationalism is the belief that Eliezer Yudkowsky is the rightful caliph.


No! Sorry! I think “the rationalist community” is a tribe much like the Sunni or Shia that started off with some pre-existing differences, found a rallying flag, and then developed a culture.


The pre-existing differences range from the obvious to the subtle. A lot of rationalists are mathematicians, programmers, or computer scientists. The average IQ is in the 130s. White men are overrepresented, but so are LGBT and especially transgender people. But there’s more. Nobody likes the Myers-Briggs test, but I continue to find it really interesting that rationalists have some Myers-Briggs types (INTJ/INTP) at ten times the ordinary rate, and other types (ISFJ/ESFP) at only one one-hundredth the ordinary rate. Myers-Briggs doesn’t cleave reality at its joints, but if it measures anything at all about otherwise hard-to-explain differences in thinking styles, the rationalist community heavily selects for those same differences. Sure enough, I am constantly running into people who say “This is the only place where I’ve ever found people who think like me” or “I finally feel understood”.


The rallying flag was the Less Wrong Sequences. Eliezer Yudkowsky started a blog (actually, borrowed Robin Hanson’s) about cognitive biases and how to think through them. Whether or not you agreed with him or found him enlightening loaded heavily on those pre-existing differences, so the people who showed up in the comment section got along and started meeting up with each other. “Do you like Eliezer Yudkowsky’s blog?” became a useful proxy for all sorts of things, eventually somebody coined the word “rationalist” to refer to people who did, and then you had a group with nice clear boundaries.


The development is everything else. Obviously a lot of jargon sprung up in the form of terms from the blog itself. The community got heroes like Gwern and Anna Salamon who were notable for being able to approach difficult questions insightfully. It doesn’t have much of an outgroup yet – maybe just bioethicists and evil robots. It has its own foods – MealSquares, that one kind of chocolate everyone in Berkeley started eating around the same time – and its own games. It definitely has its own inside jokes. I think its most important aspect, though, is a set of shared mores – everything from “understand the difference between ask and guess culture and don’t get caught up in it” to “cuddling is okay” to “don’t misgender trans people” – and a set of shared philosophical assumptions like utilitarianism and reductionism.


I’m stressing this because I keep hearing people ask “What is the rationalist community?” or “It’s really weird that I seem to be involved in the rationalist community even though I don’t share belief X” as if there’s some sort of necessary-and-sufficient featherless-biped-style ideological criterion for membership. This is why people are saying “Lots of you aren’t even singularitarians, and everyone agrees Bayesian methods are useful in some places and not so useful in others, so what is your community even about ?” But once again, it’s about Eliezer Yudkowsky being the rightful caliph it’s not necessarily about anything.


If you take only one thing from this essay, it’s that communities are best understood not logically but historically. If you want to understand the Shia, don’t reflect upon the true meaning of Ali being the rightful caliph, understand that a dispute involving Ali initiated ethnogenesis, the resulting culture picked up a bunch of features and became useful to various people, and now here we are. If you want to understand the rationalist community, don’t ask exactly how near you have to think the singularity has to be before you qualify for membership, focus on the fact that some stuff Eliezer Yudkowsky wrote led to certain people identifying themselves as “rationalists” and for various reasons I enjoy dinner parties with those people about 10000% more interesting than dinner parties with randomly selected individuals. nostalgebraist actually summed this up really well: “Maybe the real rationalism was the friends we made along the way.” Maybe that’s the real Shia Islam too, and the real Democratic Party, and so on.


4. Evangelical And Progressive Religion

There seems to be a generational process, sort of like Harold Lee’s theory of immigrant assimilation, by which religions dissolve. The first generation believes everything literally. The second generation believes that the religion might not be literally true, but it’s an important expression of universal values and they still want to follow the old ways and participate in the church/temple/mosque/mandir community. The third generation is completely secularized.


This was certainly my family’s relationship with Judaism. My great-great-grandfather was so Jewish that he left America and returned to Eastern Europe because he was upset at American Jews for not being religious enough. My great-grandfather stayed behind in America but remained a very religious Jew. My grandparents attend synagogue when they can remember, speak a little Yiddish, and identify with the traditions. My parents went to a really liberal synagogue where the rabbi didn’t believe in God and everyone just agreed they were going through the motions. I got Bar Mitzvahed when I was a kid but haven’t been to synagogue in years. My children probably won’t even have that much.


So imagine you’re an evangelical Christian. All the people you like are also evangelical Christians. Most of your social life happens at church. Most of your good memories involve things like Sunday school and Easter celebrations, and even your bittersweet memories are things like your pastor speaking at your parents’ funeral. Most of your hopes and dreams involve marrying someone and having kids and then sharing similarly good times with them. When you try to hang out with people who aren’t evangelical Christians, they seem to think really differently than you do, and not at all in a good way. A lot of your happiest intellectual experiences involve geeking out over different Bible verses and the minutiae of different Christian denominations.


Then somebody points out to you that God probably doesn’t exist. And even if He does, it’s probably in some vague and complicated way, and not the way that means that the Thrice-Reformed Meta-Baptist Church and only the Thrice-Reformed Meta-Baptist Church has the correct interpretation of the Bible and everyone else is wrong.


On the one hand, their argument might be convincing. On the other, you are pretty sure that if everyone agreed on this, your culture would be destroyed. Sure, your kids could be Christmas-and-Easter-Christians who still enjoy the cultural aspects and derive personal meaning from the Bible. But you’re pretty sure that within a couple of generations your descendents would be exactly as secular as anyone else. Absent the belief that serves as your culture’s wall against the outside world, it would dissolve without a trace into the greater homogeneity of Western liberal society. So, do you keep believing a false thing? Or do you give up on everything you love and enjoy and dissolve into a culture that mostly hates and mocks people like you? There’s no good choice. This is why it sucks that things like religion and politics are both rallying flags for tribes, and actual things that there may be a correct position on.


5. Religious Literalism

One comment complaint I heard during the height of the Atheist-Theist Online Wars was that atheists were a lot like fundamentalists. Both wanted to interpret the religious texts in the most literal possible way.


Being on the atheist side of these wars, I always wanted to know: well, why wouldn’t you? Given that the New Testament clearly says you have to give all your money to the poor, and the Old Testament doesn’t say anything about mixing meat and milk, maybe religious Christians should start giving everything to the poor and religious Jews should stop worrying so much about which dishes to use when?


But I think this is the same mistake as treating the Sunni as an organization dedicated to promoting an Abu Bakr caliphate. The holy book is the rallying flag for a religion, but the religion is not itself about the holy book. The rallying flag created a walled-off space where people could undergo the development process and create an independent culture. That independent culture may diverge significantly from the holy book.


I think that very neurotypical people naturally think in terms of tribes, and the idea that they have to retool their perfectly functional tribe to conform to the exact written text of its holy book or constitution or stated political ideology or something seems silly to them. I think that less neurotypical people – a group including many atheists – think less naturally in terms of tribes and so tend to take claims like “Christianity is about following the Bible” at face value. But Christianity is about being part of the Christian tribe, and although that tribe started around the Bible, maintains its coherence because of the Bible, and is of course naturally influenced by it, if it happens to contradict the Bible in some cases that’s not necessarily surprising or catastrophic.


This is also why I’m not really a fan of debates over whether Islam is really “a religion of peace” or “a religion of violence”, especially if those debates involve mining the Quran for passages that support one’s preferred viewpoint. It’s not just because the Quran is a mess of contradictions with enough interpretive degrees of freedom to prove anything at all. It’s not even because Islam is a host of separate cultures as different from one another as Unitarianism is from the Knights Templar. It’s because the Quran just created the space in which the Islamic culture could evolve, but had only limited impact on that evolution. As well try to predict the warlike or peaceful nature of the United Kingdom by looking at a topographical map of Great Britain.


6. Cultural Appropriation

Thanks to some people who finally explained this to me in a way that made sense. When an item or artform becomes the rallying flag for a tribe, it can threaten the tribe if other people just want to use it as a normal item or artform.


Suppose that rappers start with pre-existing differences from everyone else. Poor, male, non-white minority, lots of experience living in violent places, maybe a certain philosophical outlook towards their condition. Then they get a rallying flag: rap music. They meet one another, like one another. The culture undergoes further development: the lionization of famous rappers, the development of a vocabulary of shared references. They get all of the benefits of being in a tribe like increased trust, social networking, and a sense of pride and identity.


Now suppose some rich white people get into rap. Maybe they get into rap for innocuous reasons: rap is cool, they like the sound of it. Fine. But they don’t share the pre-existing differences, and they can’t be easily assimilated into the tribe. Maybe they develop different conventions, and start saying that instead of being about the struggles of living in severe poverty, rap should be about Founding Fathers. Maybe they start saying the original rappers are bad, and they should stop talking about violence and bitches because that ruins rap’s reputation. Since rich white people tend to be be good at gaining power and influence, maybe their opinions are overrepresented at the Annual Rap Awards, and all of a sudden you can’t win a rap award unless your rap is about the Founding Fathers and doesn’t mention violence (except Founding-Father-related duels). All of a sudden if you try to start some kind of impromptu street rap-off, you’re no longer going to find a lot of people like you whom you instantly get along with and can form a high-trust community. You’re going to find half people like that, and half rich white people who strike you as annoying and are always complaining that your raps don’t feature any Founding Fathers at all. The rallying flag fails and the tribe is lost as a cohesive entity.


7. Fake Gamer Girls

A more controversial example of the same. Video gaming isn’t just a fun way to pass the time. It also brings together a group of people with some pre-existing common characteristics: male, nerdy, often abrasive, not very successful, interested in speculation, high-systematizing. It gives them a rallying flag and creates a culture which then develops its own norms, shared reference points, internet memes, webcomics, heroes, shared gripes, even some unique literature. Then other people with very different characteristics and no particular knowledge of the culture start enjoying video games just because video games are fun. Since the Gamer Tribe has no designated cultural spaces except video games forums and magazines, they view this as an incursion into their cultural spaces and a threat to their existence as a tribe.


Stereotypically this is expressed as them getting angry when girls start playing video games. One can argue that it’s unfair to infer tribe membership based on superficial characteristics like gender – in the same way it might be unfair for the Native Americans to assume someone with blonde hair and blue eyes probably doesn’t follow the Old Ways – but from the tribe’s perspective it’s a reasonable first guess.


I’ve found gamers to get along pretty well with women who share their culture, and poorly with men who don’t – but admit that the one often starts from an assumption of foreignness and the other from an assumption of membership. More important, I’ve found the idea of the rejection of the ‘fake gamer girl’, real or not, raised more as a libel by people who genuinely do want to destroy gamer culture, in the sense of cleansing video-game-related spaces of a certain type of person/culture and making them entirely controlled by a different type of person/culture, in much the same way that a rich white person who says any rapper who uses violent lyrics needs to be blacklisted from the rap world has a clear culture-change project going on.


These cultural change projects tend to be framed in terms of which culture has the better values, which I think is a limited perspective. I think America has better values than Pakistan does, but that doesn’t mean I want us invading them, let alone razing their culture to the ground and replacing it with our own.


8. Subcultures And Posers

Obligatory David Chapman link. A poser is somebody who uses the rallying flag but doesn’t have the pre-existing differences that create tribal membership and so never really fits into the tribe.


9. Nationalism, Patriotism, and Racism

Nationalism and patriotism use national identity as the rallying flag for a strong tribe. In many cases, nationalism becomes ethno-nationalism, which builds tribal identity off of a combination of heritage, language, religion, and culture. It has to be admitted that this can make for some incredibly strong tribes. The rallying flag is built into ancestry, and so the walls are near impossible to obliterate. The symbolism and jargon and cultural identity can be instilled from birth onward. Probably the best example of this is the Jews, who combine ethnicity, religion, and language into a bundle deal and have resisted assimilation for millennia.


Sometimes this can devolve into racism. I’m not sure exactly what the difference between ethno-nationalism and racism is, or whether there even is a difference, except that “race” is a much more complicated concept than ethnicity and it’s probably not a coincidence that it has become most popular in a country like America whose ethnicities are hopelessly confused. The Nazis certainly needed a lot of work to transform concern about the German nation into concern about the Aryan race. But it’s fair to say all of this is somewhat related or at least potentially related.


On the other hand, in countries that have non-ethnic notions of heritage, patriotism has an opportunity to substite for racism. Think about the power of the civil rights message that, whether black or white, we are all Americans.


This is maybe most obvious in sub-national groups. Despite people paying a lot of attention to the supposed racism of Republicans, the rare black Republicans do shockingly well within their party. Both Ben Carson and Herman Cain briefly topped the Republican presidential primary polls during their respective election seasons, and their failures seem to have had much more to do with their own personal qualities than with some sort of generic Republican racism. I see the same with Thomas Sowell, with Hispanic Republicans like Ted Cruz, and Asian Republicans like Bobby Jindal.


Maybe an even stronger example is the human biodiversity movement, which many people understandably accuse of being entirely about racism. Nevertheless, some of its most leading figures are black – JayMan and Chanda Chisala (who is adjacent to the movement but gets lots of respect within it) – and they seem to get equal treatment and respect to their white counterparts. Their membership in a strong and close-knit tribe screens off everything else about them.


I worry that attempts to undermine nationalism/patriotism in order to fight racism risk backfiring. The weaker the “American” tribe becomes, the more people emphasize their other tribes – which can be either overtly racial or else heavily divided along racial lines (eg political parties). It continues to worry me that people who would never display an American flag on their lawn because “nations are just a club for hating foreigners” now have a campaign sign on their lawn, five bumper stickers on their car, and are identifying more and more strongly with political positions – ie clubs for hating their fellow citizens.


Is there such a thing as conservation of tribalism? Get rid of one tribal identity and people just end up seizing on another? I’m not sure. And anyway, nobody can agree on exactly what the American identity or American tribe is anyway, so any conceivable such identity would probably risk alienating a bunch of people. I guess that makes it a moot point. But I still think that deliberately trying to eradicate patriotism is not as good an idea as is generally believed.


V

I think tribes are interesting and underdiscussed. And in a lot of cases when they are discussed, it’s within preexisting frameworks that tilt the playing field towards recognizing some tribes as fundamentally good, others as fundamentally bad, and ignoring the commonalities between all of them.


But in order to talk about tribes coherently, we need to talk about rallying flags. And that involves admitting that a lot of rallying flags are based on ideologies (which are sometimes wrong), holy books (which are always wrong), nationality (which we can’t define), race (which is racist), and works of art (which some people inconveniently want to enjoy just as normal art without any connotations).


My title for this post is also my preferred summary: the ideology is not the movement. Or, more jargonishly – the rallying flag is not the tribe. People are just trying to find a tribe for themselves and keep it intact. This often involves defending an ideology they might not be tempted to defend for any other reason. This doesn’t make them bad, and it may not even necessarily mean their tribe deserves to go extinct. I’m reluctant to say for sure whether I think it’s okay to maintain a tribe based on a faulty ideology, but I think it’s at least important to understand that these people are in a crappy situation with no good choices, and they deserve some pity.


Some vital aspects of modern society – freedom of speech, freedom of criticism, access to multiple viewpoints, the existence of entryist tribes with explicit goals of invading and destroying competing tribes as problematic, and the overwhelming pressure to dissolve into the Generic Identity Of Modern Secular Consumerism – make maintaining tribal identities really hard these days. I think some of the most interesting sociological questions revolve around whether there are any ways around the practical and moral difficulties with tribalism, what social phenomena are explicable as the struggle of tribes to maintain themselves in the face of pressure, and whether tribalism continues to be a worthwhile or even a possible project at all.


 EDIT: Commenters point out a very similar Melting Asphalt post, Religion Is Not About Beliefs.

 



















Against Tulip Subsidies

June 6, 2015


I

Imagine a little kingdom with a quaint custom: when a man likes a woman, he offers her a tulip; if she accepts, they are married shortly thereafter. A couple who marries sans tulip is considered to be living in sin; no other form of proposal is appropriate or accepted.


One day, a Dutch trader comes to the little kingdom. He explains that his homeland also has a quaint custom involving tulips: they speculate on them, bidding the price up to stratospheric levels. Why, in the Netherlands, a tulip can go for ten times more than the average worker earns in a year! The trader is pleased to find a new source of bulbs, and offers the people of the kingdom a few guilders per tulip, which they happily accept.


Soon other Dutch traders show up and start a bidding war. The price of tulips goes up, and up, and up; first dozens of guilders, then hundreds. Tulip-growers make a fortune, but everyone else is less pleased. Suitors wishing to give a token of their love find themselves having to invest their entire life savings – with no guarantee that the woman will even say yes! Soon, some of the poorest people are locked out of marriage and family-raising entirely.


Some of the members of Parliament are outraged. Marriage is, they say, a human right, and to see it forcibly denied the poor by foreign speculators is nothing less than an abomination. They demand that the King provide every man enough money to guarantee he can buy a tulip. Some objections are raised: won’t it deplete the Treasury? Are we obligated to buy everyone a beautiful flawless bulb, or just the sickliest, grungiest plant that will technically satisfy the requirements of the ritual? If some man continuously proposes to women who reject him, are we obligated to pay for a new bulb each time, subsidizing his stupidity?


The pro-subsidy faction declares that the people asking these question are well-off, and can probably afford tulips of their own, and so from their place of privilege they are trying to raise pointless objections to other people being able to obtain the connubial happiness they themselves enjoy. After the doubters are tarred and feathered and thrown in the river, Parliament votes that the public purse pay for as many tulips as the poor need, whatever the price.


A few years later, another Dutch trader comes to the little kingdom. Everyone asks if he is there to buy tulips, and he says no, the Netherlands’ tulip bubble has long since collapsed, and the price is down to a guilder or two. The people of the kingdom are very surprised to hear that, since the price of their own tulips has never stopped going up, and is now in the range of tens of thousands of guilders. Nevertheless, they are glad that, however high tulip prices may be for them, they know the government is always there to help. Sure, the roads are falling apart and the army is going hungry for lack of rations, but at least everyone who wants to marry is able to do so.


Meanwhile, across the river is another little kingdom that had the same tulip-related marriage custom. They also had a crisis when the Dutch merchants started making the prices go up. But they didn’t have enough money to afford universal tulip subsidies. It was pretty touch-and-go for a while, and a lot of poor people were very unhappy.


But nowadays they use daffodils to mark engagements, and their economy has never been better.


II

In America, aspiring doctors do four years of undergrad in whatever area they want (I did Philosophy), then four more years of medical school, for a total of eight years post-high school education. In Ireland, aspiring doctors go straight from high school to medical school and finish after five years.


I’ve done medicine in both America and Ireland. The doctors in both countries are about equally good. When Irish doctors take the American standardized tests, they usually do pretty well. Ireland is one of the approximately 100% of First World countries that gets better health outcomes than the United States. There’s no evidence whatsoever that American doctors gain anything from those three extra years of undergrad. And why would they? Why is having a philosophy degree under my belt supposed to make me any better at medicine?


(I guess I might have acquired a talent for colorectal surgery through long practice pulling things out of my ass, but it hardly seems worth it.)


I’ll make another confession. Ireland’s medical school is five years as opposed to America’s four because the Irish spend their first year teaching the basic sciences – biology, organic chemistry, physics, calculus. When I applied to medical school in Ireland, they offered me an accelerated four year program on the grounds that I had surely gotten all of those in my American undergraduate work. I hadn’t. I read some books about them over the summer and did just fine.


Americans take eight years to become doctors. Irishmen can do it in four, and achieve the same result. Each year of higher education at a good school – let’s say an Ivy, doctors don’t study at Podunk Community College – costs about $50,000. So American medical students are paying an extra $200,000 for… what?


Remember, a modest amount of the current health care crisis is caused by doctors’ crippling level of debt. Socially responsible doctors often consider less lucrative careers helping the needy, right up until the bill comes due from their education and they realize they have to make a lot of money right now. We took one look at that problem and said “You know, let’s make doctors pay an extra $200,000 for no reason.”


And to paraphrase Dirkson, $200,000 here, $200,000 there, and pretty soon it adds up to real money. 20,000 doctors graduate in the United States each year; that means the total yearly cost of requiring doctors to have undergraduate degrees is $4 billion. That’s most of the amount of money you’d need to house every homeless person in the country ($10,000 to house one homeless x 600,000 homeless).


I want to be able to say people have noticed the Irish/American discrepancy and are thinking hard about it. I can say that. Just not in the way I would like. Many of the elder doctors I talked to in Ireland wanted to switch to the American system. Not because they thought it would give them better doctors. Just because they said it was more fun working with medical students like myself who were older and a little wiser. The Irish medical students were just out of high school and hard to relate to – us foreigners were four years older than that and had one or another undergraduate subject under our belts. One of my attendings said that it was nice having me around because I’d studied Philosophy in college and that gave our team a touch of class. A touch of class! This is why, despite my reservations about libertarianism, it’s not-libertarianism that really scares me. Whenever some people without skin in the game are allowed to make decisions for other people, you end up with a bunch of elderly doctors getting together, think “Yeah, things do seem a little classier around here if we make people who are not us pay $200,000, make it so,” and then there goes the money that should have housed all the homeless people in the country.


But more important, it also destroyed my last shred of hope that the current mania for requiring college degrees for everything had a good reason behind it.


III

The only reason I’m picking on medicine is that it’s so clear. You have your experimental group in the United States, your control group in Ireland, you can see the lack of difference. You can take an American doctor and an Irish doctor, watch them prescribe the same medication in the same situation, and have a visceral feel for “Wait, we just spent $200,000 for no reason.”


But it’s not just medicine. Let me tell you about my family.


There’s my cousin. He wants to be a firefighter. He’s wanted to be a firefighter ever since he was young, and he’s done volunteer work for his local fire department, who have promised him a job. But in order to get it, he has to go do four years of college. You can’t be a firefighter without a college degree. That would be ridiculous. Back in the old days, when people were allowed to become firefighters after getting only thirteen measly years of book learning, I have it on good authority that several major states burnt to the ground.


My mother is a Spanish teacher. After twenty years teaching, with excellent reviews by her students, she pursued a Masters’ in Education because her school was going to pay her more money if she had it. She told me that her professors were incompetent, had never actually taught real students, and spent the entire course pushing whatever was the latest educational fad; however, after paying them thousands of dollars, she got the degree and her school dutifully increased her salary. She is lucky. In several states, teachers are required by law to pursue a Masters’ degree to be allowed to continue teaching. Oddly enough, these states have no better student outcomes than states without this requirement, but this does not seem to affect their zeal for this requirement. Even though many rigorous well-controlled studies have found that presence or absence of a Masters’ degree explains approximately zero percent of variance in teacher quality, many states continue to require it if you want to keep your license, and almost every state will pay you more for having it.


Before taking my current job, I taught English in Japan. I had no Japanese language experience and no teaching experience, but the company I interviewed with asked if I had an undergraduate degree in some subject or other, and that was good enough for them. Meanwhile, I knew people who were fluent in Japanese and who had high-level TOEFL certification. They did not have a college degree so they were not considered.


My ex-girlfriend majored in Gender Studies, but it turned out all of the high-paying gender factories had relocated to China. They solved this problem by going to App Academy, a three month long, $15,000 course that taught programming. App Academy graduates compete for the same jobs as people who have taken computer science in college, a four year long, $200,000 undertaking.


I see no reason to think my family and friends are unique. The overall picture seems to be one of people paying hundreds of thousands of dollars to get a degree in Art History to pursue a job in Sales, or a degree in Spanish Literature to get a job as a middle manager. Or not paying hundreds of thousands of dollars, if they happen to be poor, and so being permanently locked out of jobs as a firefighter or salesman.


IV

So presidential candidate Bernie Sanders has proposed universal free college tuition.


On the one hand, I sympathize with his goals. If you can’t get any job better than ‘fast food worker’ without a college degree, and poor people can’t afford college degrees, that’s a pretty grim situation, and obviously unfair to the poor.


On the other hand, if can’t you get married without a tulip, and poor people can’t afford tulips, that’s also a pretty grim situation, and obviously unfair to the poor.


But the solution isn’t universal tulip subsidies.


Higher education is in a bubble much like the old tulip bubble. In the past forty years, the price of college has dectupled (quadrupled when adjusting for inflation). It used to be easy to pay for college with a summer job; now it is impossible. At the same time, the unemployment rate of people without college degrees is twice that of people who have them. Things are clearly very bad and Senator Sanders is right to be concerned.


But, well, when we require doctors to get a college degree before they can go to medical school, we’re throwing out a mere $5 billion, barely enough to house all the homeless people in the country. But Senator Sanders admits that his plan would cost $70 billion per year. That’s about the size of the entire economy of Hawaii. It’s enough to give $2000 every year to every American in poverty.


At what point do we say “Actually, no, let’s not do that, and just let people hold basic jobs even if they don’t cough up a a hundred thousand dollars from somewhere to get a degree in Medieval History”?


I’m afraid that Sanders’ plan is a lot like the tulip subsidy idea that started off this post. It would subsidize the continuation of a useless tradition that has turned into a speculation bubble, prevent the bubble from ever popping, and disincentivize people from figuring out a way to route around the problem, eg replacing the tulips with daffodils.


(yes, it is nice to have college for non-economic reasons too, but let’s be honest – if there were no such institution as college, would you, totally for non-economic reasons, suggest the government pay poor people $100,000 to get a degree in Medieval History? Also, anything not related to job-getting can be done three times as quickly by just reading a book.)


If I were Sanders, I’d propose a different strategy. Make “college degree” a protected characteristic, like race and religion and sexuality. If you’re not allowed to ask a job candidate whether they’re gay, you’re not allowed to ask them whether they’re a college graduate or not. You can give them all sorts of examinations, you can ask them their high school grades and SAT scores, you can ask their work history, but if you ask them if they have a degree then that’s illegal class-based discrimination and you’re going to jail. I realize this is a blatant violation of my usual semi-libertarian principles, but at this point I don’t care.

 




















Book Review: Hive Mind

December 8, 2015


 Conflict of interest notice: Author Garett Jones sometimes reads this blog and is generally great.




Garett Jones’ book Hive Mind is classic pop science writing: an intriguing hypothesis, a long parade of interesting studies presented as catchy anecdotes, and not too many follow-up questions.


Its subject (and subtitle) is “why your nation’s IQ matters more than your own”. The gap between rich and poor countries has proven surprisingly resilient, and conventional wisdom is finally getting its head around the idea that something more is going on than a couple of countries getting a head start and the rest of them needing a little time to catch up. Something more than just a temporary lack of capital must be separating the haves from the have-nots, and Jones thinks IQ must be part of the puzzle.


[image: ]
I like my science writing like I like my coffee – COVERED IN BEEEES!

He starts with what he calls “the paradox of IQ”. IQ doesn’t matter that much on a person-by-person basis. Sure, it’s correlated with measures of success like personal income, but only weakly. On the other hand, IQ is a very strong predictor of national success – a country’s average IQ score correlates very well with whether it’s industrialized, rich, First World, and all those nice things. Jones writes:



Looking at how individual student test scores predicted those students’ wages later in life, they found that individuals with higher test scores earned only slightly more than average within a given country, but nations with higher average test scores grew expcetionally fast. Here again is the paradox of IQ: standardized test scores – whether we call them IQ tests or math tests or something else – predict big national differences but only modest individual differences



I’ll talk a little more about that claim in Part II of this review, but for now let’s take it seriously and assume causation. Why would IQ matter more for nations than for people?


Jones’ theory is that IQ is a measure of people’s ability to cooperate in prisoner’s dilemma style situations and seek non-zero-sum solutions. Countries where most people have high IQ will come up with mutually beneficial win-win institutions; those where most people have low IQ will be so busy taking advantage of each other and fighting over the pie that they’ll never build the institutions necessary for economic growth.


First he reviews research showing that IQ is closely linked to time preference; ie the higher your tested IQ the more likely you are to prefer a big payoff later to a smaller payoff now. For example, in a German experiment a few years ago, participants were offered 100 euros now or X euros in one year; every fifteen IQ points correponded to a €2.50 change in the value of X necessary for them to accept the latter, even after controlling for education, income, etc. The same thing seems to happen in real life, according to a great study that looked at a natural experiment in the US armed forces. When the military started downsizing after the Cold War, they offered enlisted personnel their choice of various different severance packages – some corresponded to a little money immediately, others to much more money over a longer period. Since the military keeps careful records of the IQ-at-time-of-recruitment of all of its personnel, this was a perfect real-world opportunity to see what happened. The results conformed to theory: IQ predicted tendency to take the longer-term but more lucrative package. There are about twenty studies confirming this result now. And there are also studies showing national IQ corresponds with that nation’s savings rate, and that individuals who are surrounded by patient frugal people will themselves act more patiently and frugally. If, as the old saying goes, building a good society is about “planting trees in whose shade you will never sit”, the people of high IQ nations have a big head start.


Second, he reviews the research from experimental game theory. A series of experiments performed in (of all places) a truck driving school investigated a Window Game. Two players are seated at a desk with a partition between them; there is a small window in the partition. Player A gets $5 and may pass as much of that as she wants through the window to Player B. Player B may then pass as much as she wants back through the window to Player A, after which the game ends. All money that passes through the window is tripled; eg if Player A passes the entire $5 through it becomes $15, and if Player B passes the $15 back it becomes $45 – making passing a lucrative strategy but one requiring lots of trust in the other player. I got briefly nerd-sniped trying to figure out the best (morally correct?) strategy here, but getting back to the point: players with high-IQ were more likely to pass money through the window. They were also more likely to reciprocate – ie repay good for good and bad for bad. In a Public Goods Game (each of N players starts with $10 and can put as much or as little as they like into a pot; afterwards the pot is tripled and redistributed to all players evenly, contributors and noncontributors alike), high-IQ players put more into the pot. They were also more likely to vote for rules penalizing noncontributors. They were also more likely to cooperate and more likely to play closer to traditional tit-for-tat on iterated prisoners’ dilemmas. The longer and more complicated the game, the more clearly a pattern emerged: having one high-IQ player was moderately good, but having all the players be high-IQ was amazing: they all caught on quickly, cooperated with one another, and built stable systems to enforce that cooperation. In a ten-round series run by Jones himself, games made entirely of high-IQ players had five times as much cooperation as average.
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Not technically from the book, but nevertheless fascinating

Third, he reviews the so-called “O-ring theory of teams”, named after the spaceship part that malfunctioned during the Challenger explosion. The theory is: suppose that a spaceship requires a million different parts to work. This is more than just a million times harder than building a spaceship that requires one part to work. If you have a spaceship engineer who can build a part and be 99% sure she’s gotten it right, this is probably good enough for the one-part spaceship: a 99% success rate for a spaceship sounds pretty good. But if the spaceship uses a million parts and they all have to be perfect, your chances of success with a million such engineers is 0.99^1000000, aka zero. You had better find some better spaceship engineers! This gives high-IQ societies a big leg up when they’re working on complicated projects; a low-IQ society may have some high-IQ individuals who can do good work on their own, but including even a single low-IQ individual on a spaceship will screw it up big-time. This theory implies that people will end up segregated by ability. Imagine you have four spaceship engineers, two of whom are good (99% accuracy) and two of whom are mediocre (50% accuracy), and you want to build two two-part spaceships. If you pair up one good and one mediocre engineer on each, each of your spaceships will have a 0.99 * 0.50 = 49% chance of success, for a total of 0.98 projected successful spaceships. If you have the two good engineers work together on one ship, and the two mediocre ones work together on the other, you’ll have a 98% success rate on the first one and a 25% success rate on the second one, for a total of 1.23 projected successful spaceships. You’ve gained a quarter-spaceship just by segregating your engineers by ability. The more high-IQ people you have, the easier this is and the more you can devote your economy to complex things like million-part spaceships. The more low-IQ people you have, the harder this gets and the more your economy sticks to high-failure-tolerance but less lucrative products.


Finally, high-IQ people are smart (citation needed). They tend to know what policies are good and what policies are bad and vote for the good ones. Here Jones cites Bryan Caplan’s The Myth of the Rational Voter a lot, showing that voters aren’t very good at figuring out their own self-interest.


But he has a more positive spin: high-IQ voters do seem good at this. As a GMU economist, Jones’ measure for “are people voting rationally” is of course “how pro-free-market are they?”, and he finds that high IQ predicts pro-market attitudes pretty strongly and in fact better than years-of-education. In controlled experiments higher-IQ people were more likely to be able to admit that a test article contradicted their political bias, and in some countries (although not the US) high-IQ people are more likely to vote.


Then he ties all of this together into a kind of stationary-bandit framework, where government starts with selfish warlords who want to exploit the populace.



"They say all government started w/ stationery bandits."


"Really?"


"Yeah. They had to steal enough nice paper to write a constitution on."


— Scott Alexander (@slatestarcodex), December 8, 2015



If you’re a high-IQ selfish warlord, and your oppressive ministers are likewise high-IQ, you have enough patience to realize that if you leave the capitalists alone to do their thing instead of confiscating their wealth immediately, in a couple of years they’ll have even more wealth you can confiscate. And if some kind of conflict comes up and threatens to lead to civil war, you are good at negotiating win-win solutions where everyone cooperates to increase the size of the pot. Jones lists a bunch of political situations that map to iterated prisoner’s dilemmas – for example, do both parties respect election results, or does the loser try to start a fight over it every time they’re forced out of government? Do bureaucracies try to run the country efficiently, or do they jockey for power against each other? Do military branches work together during operations, or does each one try to seize glory for its own leaders? If you have a high-IQ country, these problems have a way of just solving themselves – and sure enough, IQ scores correlate nicely with the Corruption Perceptions Index. And businesspeople know this, so they are happy to start complicated long-term projects in the countries with a history of tolerating such projects and not killing the golden-egg-laying geese.


Jones doesn’t go too deep into policy prescriptions, but he does mention two consequences of his theory. First, he’s a big fan of the Flynn Effect (secular trend of rising IQs) and thinks that countries ought to encourage this so that their national IQ gets higher and they can have more effective institutions – unfortunately, he doesn’t know what’s causing the Flynn Effect any more than anyone else does, so this sort of reads as “keep doing the thing we don’t know how we’re doing”. He does think that eliminating lead will help (did you know sub-Saharan Africa was the last region to ban leaded gasoline, all the way in 2006?) and he has the usual hopes for nutritional, educational and health interventions.


But of course the part everyone’s talking about is immigration. This is not a major focus of the book. Jones actually spends more time talking about all the benefits of immigration than anything else:



About a decade ago, dozens of American economists signed an open letter in support of more immigration. The letter touched on many points: that less-skilled immigrants appear to push down the wages of US born citizens little if at all, that immigration helps rich country economies in ways that don’t show up in official statistics, and that the biggest beneficiaries of less-skilled immigration are the immigrants themseles, whose lives are often transformed from a nightmares of dollar-a-day poverty to a realm of modest comfort, health and safety. The diplomatically crafted letter, circulated by the Independent Institute, was signed by economists on the left and the right. I’ve always been glad I signed this letter: it sums up the great promise of immigration… for people who care about ending the deepest poverty, migration should be at the top of the list of potential cures.



But he does devote about one-and-three-quarters pages to his concerns:



The economics of less-skilled immigration to richer, more productive countries are reasonably clear: life-changing good news for the immigrant with only fairly small effects one way or the other on so-called “native” less-skilled workers. That’s true when we look at the short run or when we look across towns and cities within the same country. And crucially, these studies hold politics aside and assume that less-skilled immigrants don’t have an effect on a high-skill nation’s government institutions. But if there’s something we’ve seen in previous chapters, or something we’ve seen in Bryan Caplan’s work on the link between voter education and voter beliefs, if there’s something we’ve seen in the cross-country studies that find that higher national average test scores tend to predict lower average levels of corruption and in the philosophical debates over epistocracy, it’s that good politics appears to depend on reasonably well-informed citizens. With this we come to a central tension of immigration among the currently less-skilled: the possible – I emphasize possible – effect on long-run institutions. Will less-skilled immigrants tend to vote for policies that will weaken the wealth-creating opportunities they’ve enjoyed? Or will less-skilled immigrants and their descendants instead build up high levels of human capital, perhaps raising the average information level of voters?



The whole paragraph has the feeling of somebody being dragged over a bed of hot coals, from the insistence on referring to unskilled immigrants as “currently less-skilled” and natives as “so-called native less-skilled workers” to the odd proposal at the end that maybe for some reason less-skilled workers will actually raise the average information level of voters, because who really knows? This book is emphatically not The Bell Curve. It’s a book about science which is deeply annoyed that it might have controversial political implications and tries to avoid them as carefully as possible, generally successfully.


II

There were some parts of this book that I did not find convincing, or that at least left me with further questions.


First, Hive Mind ‘s “central paradox” is why IQ has very little predictive power among individuals, but very high predictive power among nations. Jones’ answer is [long complicated theory of social cooperation]. Why not just “signal-to-noise ratio gets higher as sample size increases”?


Jones’ paradox was very similar to the question I asked in Beware Summary Statistics, except I was wondering not about nations, but about abstracted IQ deciles:


[image: ]

On a personal level, IQ has modest predictive power. But if you average out thousands of IQ 90 people, thousands of IQ 100 people, and thousands of IQ 110 people, the IQ-income relationship will become very clear. At this level of abstraction, it is no longer fair to describe it as “modest”.


That first block corresponds to people of about IQ 80, the last block to people of about IQ 120. As you move from 80 to 120, income practically quadruples. And this is within the United States, where we’ve got all sorts of minimum wage laws and so on likely to dampen the effects.


Or to give a more natural example – Jews have 10-15 points higher IQ than WASPs in America, and make about twice as much money. This happens even though most Jews do not solely interact with other Jews or make their own institutions – there are few opportunities for them to form a hive mind. Their individual IQ differences, once aggregated, seem to produce the strong effect.


There is much-larger between-country variance in income than between-individuals-in-country variance in income, but it doesn’t seem obvious to me that the percent of between-country variance explained by national IQ is larger than the percent of between-individuals-in-country explained by personal IQ once factors like personal job choice (I could have been an investment banker, but I would rather be an artist) that countries don’t have to deal with is abstracted out. If the amount-variance-explained between nations and between individuals were equal after adjusting for that factor, there would not be any need to posit hive mind-type effects.


 EDIT: Above heavily edited for clarity and correctness after originally being much weaker argument in same direction. See here. Some complicated discussion of this going on here, see especially Pseudoerasmus’ comments


Although it may be that there’s a national effect stronger than the aggregated-individual effect, I feel like this is something Jones should have had to prove, rather than relying on a “look, it’s obvious!” based on unaggregated-individual numbers.


Second, fine. Let’s assume he proves to our satisfaction that the national IQ-income correlation is sufficiently stronger than individual ones to require explanation. Now we get to my biggest gripe with this entire book. How do we know the direction is IQ → development rather than development → IQ?! Jones lays out exactly the set of assumptions that make reverse causation most plausible. He dedicates an entire chapter to the Flynn Effect, how he thinks it’s real, how he thinks it’s a big deal, without mentioning whether the gains might not be on g. Time and time again, Jones hammers how countries’ IQs increase as they develop further. Then he shows us a graph of IQ-development correlation and just assumes the causation is bidirectional. Well, why not just development → IQ?


This isn’t just about me. I suspect Jones is right – though I’m not entirely sure of it – and sufficiently biased in favor of that position to be happy to follow it and see where it leads. I’m asking for anybody who reads this book without already being interested in IQ. Hive Mind is clearly pitched at a smart layperson audience, and any smart layperson who reads this book ought to have exactly that question, asked with exactly that many capital letters and explanation points. Any reader who doesn’t immediately stand on a chair and shout “Where is the evidence against reverse causation?” is not a reader that Garett Jones should want. But any reader who does that will not find an answer.



I’m just sayin’, everyone that confuses correlation with causation eventually ends up dead.


— Siberian Fox (@SilverVVulpes), September 14, 2015



All I can say in his defense is that a good defense against this accusation would probably have to get very deep into the causes of IQ, exactly the subject Jones is carefully trying to avoid. I understand his reluctance to approach this subject and respect his strategic decision. All I can say is that it leaves a hole in his argument big enough to sail an oil tanker through.


 EDIT: Jones responds here


Third, and this isn’t such a problem as the others but it left me curious – how do we go from the short, few-player games that make up most of the book’s experiments, to the multi-generation million-player games that make up real countries?


I have two concerns here. First, Jones says that:



The one study of which I’m aware that finds that higher-IQ individuals are more cruel and less cooperative is a study of a one-shot prisoners’ dilemma, something much like the true criminal’s prisoner’s dilemma… this is the only setting I know of in which high scorers are more brutal than low scorers… in a one-shot environment, if it’s either steal or be robbed, and if the players will never see each other again, then I’d expect higher-IQ individuals to figure out what setting they’re in and act shrewdly, not cruelly.



He returns to this theme a few times. High-IQ people don’t cooperate because they’re nicer (which, indeed, personality tests for niceness do not show). They cooperate because they’re smarter and so they know cooperation really is a better and more win-win way to do things.


This is 100% true in an iterated prisoners’ dilemma, but not necessarily true in a country. Suppose you’re a president with a four year term. You can either pillage the country as best you can and take whatever bribes you can get, or invest in genuinely building a better country for your descendents. Assuming you are merely the sort of shrewd cooperator who cooperates on iterated prisoners’ dilemmas but defects on one-shots, you’ll pillage the country – it probably has term limits and you only need to pillage once to get very rich.


Likewise, suppose you’re a mid-level bureaucrat in Washington, of the type that there are tens of thousands of. If you behave dishonorably, you can amass a small empire and make some money. If you behave honorably, then maybe America does very well as a country down the line, but that effect is aggregated over thousands of bureaucrats, so it’s not like you’re really growing the pot that much. Once again, if you are merely shrewd and not genuinely altruistic, you’ll defect.


Jones tries to take the easy way out on the deriving-ethical-behavior thing here, saying that ethical behavior really is the most self-serving option in the long-term, and all you need is people smart enough to realize it. To that I can only say: no it isn’t. In a game of two or three people where everyone sees everyone else’s results, your contribution may grow the pot enough to be worth the short-term losses from not defecting. In a game of thousands of bureaucrats or millions of citizens, not so much. There are ideas like TDT and superrationality that try to bridge this gap, but I think Jones tries to cross it without those ideas and is left floundering.


One more thing on this topic: maybe it was in the original studies and I just didn’t look deep enough, but I wonder how much of this is just understanding the game. The Iterated Prisoner’s Dilemma is kind of complicated, and if you’re stupid you may not be able to grasp the logic behind why cooperation is sometimes the better option. If you explained everything very carefully to all participants, had them play a couple of games both ways so they got a feel for it, and had a Professor of Economics give a lecture on why cooperation was probably the best option, would high-IQ people still succeed more because of some innate cooperative tendency? Or would everyone else have figured out their secret and robbed them of their advantage?


People usually have a pretty good grasp of things that are going on in society. Jones compares marriage to a prisoner’s dilemma (where the optimal C-D outcome is “you cheat but your spouse stays faithful”). But people understand the terms of marriage, cultural evolution has had a long time to come up with beliefs and mores about marriage that even people too stupid to come up with them on their own follow, and some kind of complicated new game may not be the best analogue to the marriage problem.


III

Jones ends the book with the following observation:



The best guess is that the cognitive skill of elites really does matter more than the nation’s average score. When it comes to institutional quality, Potrafke and I found that the cognitive skills of the top 5 percent did the better job of predicting property-rights friendly institutions, although the nation’s average score also did a reasonably good job as a predictor… for the time being it’s reasonable to start with the belief that a nation’s top performers matter more for the economy than a nation’s average performers.



Well, that’s interesting. All of this stuff about immigration and on how maybe we shouldn’t have open borders, and it turns out that as long as the top five percent are smart, everything is okay.


I would really like to see more on this. If America has higher IQ than Britain, but the members of Parliament have higher IQ than the members of Congress, which country will do better? What about a colonial nation where the administrators are from a nation that has a completely differnet IQ than the population? What about countries that have multiple mostly-segregated populations with different IQs? How much does the IQ of the government matter versus the IQ of the population itself?


(and now I wonder if Jones has read La Griffe on smart fractions [ 1, 2 ])


Come to think of it, doesn’t every nation have some pretty smart people at the highest echelons? Sub-Saharan Africa may be in the IQ doldrums, but we all know African economists, statesmen, etc whose work is top-notch. Doesn’t Jones’ call to raise national IQs with the Flynn Effect seem less pressing now? Haven’t the elites of Third World countries already probably been Flynn-ified, since they usually get good food, good medical care, and good education? Should we worry the Flynn Effect won’t help those countries further? Or should we hope that if we merely raise the IQ of a few people, that will be enough and we won’t have to have a mass nationwide campaign? (calling all CRISPR enthusiasts…)


Overall, I thought this book showcased some really neat results, had some good economics in it, and was very readable, but I didn’t come out of it feeling like its thesis was very proven.

 



















SSC Gives A Graduation Speech

May 23, 2014


 Trigger warning: deliberately provoking horror about graduates’ real-world post-college prospects.


 Epistemic status: intended as persuasive speech, may somewhat overstate case.




Ladies and gentlemen, I am honored to have been invited to speak here at the great University of [mumble]. Go Wildcats, Spartans, or Eagles, as the case may be!


I apologize if what I have to say to you sounds a little unpolished. I was called in on very short notice after your original choice for graduation speaker, Mr. Steven L. Carter, had his invitation to speak rescinded due to his offensive and quite honestly outrageous opinions. Let me say in no uncertain terms that I totally condemn him and everything he stands for, and that I am glad to see the University of [mumble] taking a strong stand against this sort of thing.


Ladies and gentlemen, probably the most famous graduation speech in history was Kurt Vonnegut’s “Wear Sunscreen” address. I’m sure you’ve all heard about it. He told an MIT class that they should wear sunscreen. Because for all he knew any more substantial advice he gave might be wrong, but that at least was on a firm evidential basis.


Well, I come here before you to explain that there is now serious controversy in the dermatological community. A 1995 paper found that people who used more sunscreen had a much higher risk of malignant melanoma, the most dangerous type of skin cancer. Eight years later, a review article claimed that the original paper was confounded by fairness of skin, and that likely the relationship between sunscreen use and melanoma is zero. But the story was further complicated by the finding that sunscreen use may increase cancers of the internal organs, either through vitamin D dependent or some vitamin D independent pathways. My understanding is that a majority of dermatologists are still in favor of sunscreen, but that the issue is by no means settled.


But think about what the disagreement means. One of the smartest men in America came before an auditorium just like this, and said that there was only one item of advice of which he was completely certain – that you should wear sunscreen. Absolutely certain. And years later, we know that not only is this a very complicated question on which no certainty is yet possible – but it may very well be that if you follow his advice, you will get cancer and die.


Sometimes the things everybody knows everybody knows just aren’t true. Like, did you know Vonnegut never wrote a graduation speech about sunscreen at all? So with this spirit of questioning assumptions in mind, I want to ask you a question. Today many of you will be completing your education. Sure, some of you are going on to graduate or professional training, but it is clearly the end of an era. Seventeen years, from kindergarten to the present, and I want to ask you:


Is education worth it?


This sounds like the introduction to every college graduation speech ever. The speaker will ask if education is worth it, say of course it is because something something the human condition, and everyone will cheer and head off to the reception. So in order to keep you on your toes, I want to make the opposite point. What if education, as you understand it – public or private or charter schooling from age four or five all the way to university as young adults – is, on net, a waste of your time and money?


In order to move beyond platitudes in evaluate whether education is worthwhile – to give it the same kind of fair hearing we would want to give sunscreen – we need to list out some of the costs and benefits. Of benefits, two stand out clearly. The philosophical benefits of feeling connected to the beauty of mathematics, the passion of the humanities, the great historical traditions. And the practical benefits of being able to get a job and afford nice things like food and shelter.


We will start with philosophy. Human knowledge is pretty great. Your life has been enriched with the ideas of brilliant thinkers, of giants upon whose shoulders you might one day hope to stand. Isn’t this enough?


But as 86% of you know, you can’t just observe an experimental group has experienced an effect and attribute it to the experimental intervention. You have to see if other people in a control group got the same benefit for less work.


What would be the control group for school? Home-schoolers do much better than those who attend public or private schools by nearly any measure. But this is unfair; it’s what scientists call an “active control”. What we really need to do is compare you to people who got no instruction at all.


It’s illegal not to educate a child, so our control group will be hard to find. But perhaps the best bet will be the “unschooling” movement, a group of parents who think school is oppressive and damaging. They tell the government they’re home-schooling their children but actually just let them do whatever they want. They may teach their kid something if the child wants to be taught, otherwise they will leave them pretty much alone.


And this is really hard to study, because they’re a highly self-selected group and there aren’t very many of them. The only study I could find on the movement only had n = 12, and although it tried as hard as it could to compare them to schoolchildren matched for race and family income level and parent education and all that good stuff I’m sure there’s some weirdness that slipped through the cracks. Still, it’s all we’ve got.


So, do these children do worse than their peers at public school?


Yes, they do. By one grade level.


About college we still know very little. But if you’d stayed out of public school and stayed home and played games and maybe asked your parents some questions, then by the time your friends were graduating twelfth grade, you would have the equivalent of an eleventh-grade education.


Another intriguing clue here is Louis Benezet’s experiment with mathematics instruction. Benezet, an early 20th century superintendent of schools, wondered whether cramming mathematics into kids at an early age had a detrimental effect. He decreed that in some of the schools in his district, there would be no math instruction until grade six. He found that within a year, these sixth graders had caught up with their peers in traditional schools, and furthermore that they were able to think much more logically about math problems – figure out what was going on rather than desperately trying to multiply and divide all the numbers in the problem by one another. If Benezet’s results hold true – and on careful reading they are hard to doubt – any math education before grade six is useless at best. And it’s hard to resist the urge to generalize to other subjects and children even older still.


Why is it so easy for the unschooled to keep up with their better educated brethren? My guess is that it’s because very little learning goes on at school at all. The proponents of education speak of feeling connected to the beauty of mathematics, the passion of the humanities, and the great historical traditions. But how many of the children they spit out can prove one of Euclid’s theorems? How many have been exposed to the Canterbury Tales? How many have experienced the sublime beauty of the Parthenon?


These aren’t rhetorical questions, by the way. According to the general survey of knowledge among college students, 3.3% know who Euclid was, 7.6% know who wrote Canterbury, and a full 15% know what city the Parthenon’s in.


36% of high school students know that an atom is bigger than an electron, rather than vice versa. But a full 59% of college students know the same. That’s a whole nine percent better than chance. On one of the most basic facts about the fundamental entities that make up everything in existence.


“But knowledge isn’t about names and dates!” No, but names and dates are the parts that are easy to measure, and it’s a pretty good bet that if you don’t know what city the Parthenon’s in you probably haven’t absorbed the full genius of the Greek architectural tradition. Anyone who’s never heard of Chaucer probably doesn’t have strong opinions on the classics of Middle English literature.


So in contradiction to the claim that education is necessary to teach beautiful and elegant knowledge, I maintain first that nearly nobody in the educational system picks this up anyway, that people who don’t get any formal education at all pick it up nearly as much of it, and that people not exposed to it as children will, if they decide to learn it as adults, pick it up quickly and easily and without the heartbreak of trying to cram it into the underdeveloped head of a seven year old.


What about the claim that education is practically useful for getting a job and making money?


Even more than most young people, you’ve had the privilege of getting to watch your dreams implode in real time right before your eyes. About fifteen percent of you will be some variant of unemployed straight out of college. Another ten percent will find something part-time. And another forty or so percent will be underemployed, working as waiters or clerks or baristas or something else that uses zero percent of the knowledge you’ve worked so hard to accumulate. The remaining third of you who get something vaguely resembling the job you signed up for will still have to deal with wages that have stagnated over the last decade even as working hours increased and average student debt nearly doubled.


But don’t worry, I’m sure the nice folks at Chase-Bear-Goldman-Sallie-Manhattan-Stearns-Sachs-Mae-FEDGOV will be happy to forgive your debt if you mention you weren’t entirely happy with the purchase. You did hold out for the satisfaction-guaranteed offer, right? No? Uh oh.


As bad as the job market is, staying in school looks worse. Economists warn that attending law school is the worst career decision you can make, so much so that newly graduated lawyers have nothing do to but sue law schools for not warning them against attending and established firms offer an Anything But Law School Scholarship to raise awareness of the problem. Doctors are so uniformly unhappy that they are committing suicide in record numbers and nine out of ten would warn young people against going into medicine. Graduate school has always been an iffy bet, but now the ratio of Ph. D applicants to open tenure track positions has hit triple digits, with the vast majority ending up as miserable adjunct professors who juggle multiple part time jobs and end up making as much as a Starbucks barista but without the health insurance.


I’d like to thank whoever figured out how to include URLs in speeches, by the way. That was the best invention.


But here I cannot honestly disagree with the conventional assessment that going to school raises your earning power. As bad as you will have it, everyone who didn’t graduate college still has it much, much worse. All the economic indicators agree with the signs from the desolate wasteland that was once our industrial heartland: they are doomed. Their wages are not stagnating but actively declining, their unemployment rate is a positively Greek thirty-five percent, and prospects for changing that are few and far between. Some economists blame globalization, which makes it easy to outsource manufacturing and other manual labor to the Chinese. Others blame technology, noting that many of the old well-paying blue-collar jobs are done not by foreigners but by machines. Both trends are set to increase, turning even more factory workers, truck drivers, and warehouse-stockers into burger-flippers, Wal-Mart greeters, and hollow-eyed unemployed.


But don’t let your schadenfreude get the better of you. Twenty years from now that’s going to be you. Sure, right now machines can only do the easy stuff, and the world isn’t interconnected enough to let foreigners do anything really subtle for us. But lawyers are already feeling the pinch of software that auto-generates contracts, and programmers are already feeling the pinch of Indians who will work for half the pay and email their code to Silicon Valley the next morning. You don’t need to invent a robo-drafter to put engineers out of business, just drafting software so effective it allows one engineer to do the work of three. And although there are half-hearted efforts to stop it, it seems more and more like King Canute trying to turn back a tide made of hundred dollar bills.


Once machines can do everything we can better and cheaper, the inevitable end result is employment for a few geniuses who invent and run the machines, immense profits for the capitalists who own the machines, and what happens to everyone else better left unspoken.


“Is this a vision of what shall be, or of what might be only?” Well, a visionaries as diverse as Martin Luther King, Richard Nixon and Milton Friedman have proposed something called a Basic Income Guarantee. When society becomes so advanced that it produces more than enough for everybody – but also so advanced that most individuals below genius level have little to contribute and no way of earning money – everyone should get a yearly salary just for existing. Think welfare, except that it goes to everybody, there’s no stigma, and it’s more than enough to live on. This titanic promise has run up against a giant iceberg with BUT HOW WOULD WE PAY FOR IT written in big red letters on the front. If we cancelled all existing welfare and entitlement programs – which makes sense if we’re giving everyone enough money to live comfortably on, we would only free up enough money together for a universal income of $5,800. I don’t know if you can live on that, but I’d hate to have to try.


But we’ve gotten off track. We were counting the benefits of formal education. We did not do so well in trying to prove that it left you more knowledgeable, but it did seem like it had some practical value in getting you a little bit more money. With your shiny college degree, you can confidently assert “I’ve got mine”, just as long as you take care not to notice the increasingly distant hordes of manual laborers or the statistics showing that the yours you’ve got is less and less every year.


What of the costs of education? What have you lost out on?


Well, first about twenty thousand hours of your youth. That’s okay. You weren’t using that golden time of perfect health and halcyon memories when you had more true capacity for creativity and imagination and happiness than you ever will again anyway. If you hadn’t had your teachers to tell you that you needed to be making a collage showing your feelings about The Scarlet Letter, you probably would have wasted your childhood seeing a world in a grain of sand or Heaven in a wild flower or something dumb like that.


I’m more interested in the financial side of it. At $11,000 average per pupil spending per year times thirteen years plus various preschool and college subsidies, the government spends $155,000 on the kindergarten-through-college education of the average American.


Inspired by a tweet: what if the government had taken this figure (adjusted for inflation) and invested it in the stock market at the moment of your birth? Today when you graduate college, they remove it from the stock market, put it in a low-risk bond, put a certain percent of the interest from that bond into keeping up with inflation, and hand you the rest each year as a basic income guarantee. How much would you have?


And I calculate that the answer would be $15,000 a year, adjusted for interest. We can add the $5,800 basic income guarantee we could already afford onto that for about $20,000 a year, for everyone. Black, white, man, woman, employed, unemployed, abled, disabled, rich, poor. Welcome to the real world, it’s dangerous to go alone, take this. What, you thought we were going to throw you out to sink or swim in a world where if you die you die in real life? Come on, we’re not that cruel.


So when we ask whether your education is worth it, we have to compare what you got – an education that puts you one grade level above the uneducated and which has informed 3.3% of you who Euclid is – to what you could have gotten. 20,000 hours of your youth to play, study, learn to play the violin, whatever. And $20,000 a year, sweat-free.


$20,000 a year isn’t much. The average mid-career salary of an average college graduate is nearly triple that – $55,000. By the numbers your education looks pretty good. But numbers can be deceiving.


Consider the life you have to look forward to, making your $55,000. The exact profession that makes closest to that number is a paralegal, so let’s go with that. You get a job as a paralegal in a prestigious Manhattan law firm. You can’t afford to live in Manhattan, but you scrounge together enough money for a cramped apartment in Brooklyn, which costs you about $2000 a month rent. Every morning you wake up at 7:45, get on the forty-five minute subway ride to Manhattan, and make it to work by your 9:00 AM starting time. Your boss is a kind of nasty lawyer who is himself upset that he can’t pay back his law school debt and yells at you all day. By the time you get back home around 6, you’re too exhausted to do much besides watch some TV. You don’t really have time to meet guys – I’m assuming you’re a woman here, sixty percent of you are, I blame the patriarchy – so you put out a personal ad on Craigslist and after a while find someone you like. You get married after a year; your honeymoon is in Vermont because his company won’t give him enough time off to go any further.


You have two point four kids, and realize you’ve got to move to a better part of town because your school district sucks. Combined with your student debt, that puts a big strain on the finances and you don’t have enough to pay for child care. Eventually you find a place that will do it for cheap, and although it looks kind of dirty and you’re shocked when Junior calls you a “puta” which isn’t even a proper English curse word the price is right and they’re the only people who will accept four tenths of a kid. The older kids keep asking you and Dad for help with homework, which you can’t give because you haven’t really had time to keep up with your math and grammar and so on skills, what with the paralegal job and the television-watching taking up all your time. So you tell them to ask their teacher for extra help, which their teacher doesn’t give because she’s got forty other kids asking for the same thing and only twenty-four hours in a day. Despite all of this Junior gets into college and you sure haven’t saved up the money to put him through there tuition has spiraled to twelve gazillion dollars by this point and Chase-Bear-Goldman-Sallie-Manhattan-Stearns-Sachs-Mae-FEDGOV can’t lend him that because gazillion isn’t even a real number, and ohmigod what if Junior ends up one of those high school graduates with the Greek-level unemployment rates standing forlornly in front of a decaying factory in the Rust Belt? Worse, what if he ends up living with you? You beg him to go back to the bank and offer to pay whatever interest rates they ask. And so the cycle begins anew.


Or consider your life on a $20,000 a year income guarantee. No longer tied down to a job, you can live wherever you want. I love the mountains. Let’s live in a cabin in Colorado, way up in the Rockies. You can find stunningly beautiful ones for $500 a month – freed from the mad rush to get into scarce urban or suburban areas with good school districts, housing is actually really cheap. So there you are in the Rockies, maybe with a used car to take you to Denver when you want to see people or go to a show, but otherwise all on your own except for the deer and squirrels. You wake up at nine, cook yourself a healthy breakfast, then take a long jog out in the forest. By the time you come back, you’ve got a lot of interesting thoughts, and you talk about them with the dozens of online friends you cultivate close relationships with and whom you can take a road trip and visit any time you feel like. Eventually you’re talked out, and you curl up with a good book – this week you’re trying to make it through Aristotle on aesthetics. The topic interests you since you’re learning to paint – you’ve always wanted to be an artist, and with all the time in the world and stunning views to inspire you, you’re making good progress. Freed from the need to appeal to customers or critics, you are able to develop your own original style, and you take heart in the words of the old Kipling poem:



And none but the Master will praise them
And none but the Master will blame
And no one will work for money
And no one will work for fame


But each for the joy of the working
Each on his separate star
To draw the thing as he sees it
For the God of things as they are



One of the fans of your work is a cute girl – this time I’m assuming you’re a man, I’m sure over the past four years you’ve learned some choice words for people who do that. You date and get married. She comes to live with you – she’s also getting $20,000 a year from the government in place of an education, so now you’re up to $40,000, which is actually very close to the US median household income. You have two point four kids. With both of you at home full time, you see their first steps, hear their first words, get to see them as they begin to develop their own personalities. They start seeming a little lonely for other kids their own age, so with a sad good-bye to your mountain, you move to a bigger house in a little town on the shores of a lake in Montana. There’s no schooling for them, but you teach them to read, first out of children’s books, later out of something a little harder like Harry Potter, and then finally you turn them loose in your library. Your oldest devours your collection of Aristotle and tells you she wants to be a philosopher when she grows up. Evenings they go swimming, or play stickball with the other kids in town.


When they reach college age, your daughter is so thrilled at the opportunity to learn from her intellectual heroes that she goes to Chase-Bear-Goldman-Sallie-Manhattan-Stearns-Sachs-Mae-FEDGOV and asks for a loan. They’re happy to give her fifteen thousand, which is all college costs nowadays – only the people who are really interested in learning feel the need to go nowadays, and supply so outpaces demand that prices are driven down. She makes it into Yale (unsurprising given how much better home-schooled students do) studies philosophy, but finds she likes technology better. She decides to become an engineer, and becomes part of the base of wealthy professionals helping fund the income guarantee for everyone else. She marries a nice man after making sure he’s willing to stay home and take care of the children – she’s not crazy, she doesn’t want to send them to some kind of institution Your younger son, on the other hand, is a little intellectually disabled and can’t read above a third-grade level. That’s not a big problem for you or for him. When he grows older, he moves to Hawaii where he spends most of his time swimming in the ocean and by all accounts enjoys himself very much.


You’re happy your son will be financially secure for the rest of his life, but on a broader scale, you’re happy that no one around you has to live in fear of getting fired, or is struggling to make ends meet, or is stuck in the Rust Belt with a useless skill set. Every so often, you call your daughter and thank her for helping design the robots that do most of the hard work.


Would you like to swing on a star? Carry moonbeams home in a jar? And be better off than you are? Or would you like to get a formal education?


We’re finally getting back to the point now. I’m sorry it’s taken this long. I can see the Dean of Students checking her watch over there with a worried look on her face. I think she’s worried I’m trying to filibuster your graduation. You know legally if I can keep speaking until midnight tonight, the graduation is cancelled and you have to stay in school another year? It’s true. Those are the rules.


Because I don’t want to talk about the very broad social question of whether Education the concept is worth it to Society as a concept. I want to ask you, standing here today, was your education worth it?


Because this is a college graduation speech, and I am legally mandated to offer some advice, and the specific advice I give will be tailored to your response.


Some of you will say yes, my education was worth it. I am the 3.3%! I know who Euclid was and I understand the sublime beauty of geometry. I don’t think I would have been exposed to it, or had the grit to keep studying it, if I hadn’t been here surrounded by equally curious peers, under the instruction of enthusiastic professors. This revelation was worth losing my cabin in Colorado, worth resigning myself to the daily grind and the constant lurking fear of failure. I claim it all.


And to you my advice is: if you’ve sacrificed everything for knowledge, don’t forget that. When you are a paralegal in Brooklyn, and you get home from work, and you are very tired, and you want to curl up in front of the TV and watch reality shows until you are numb, remind yourself that you value knowledge above everything else, that you will seek intellectual beauty though the world perish, and read a book or something. Or take a class at a community college. Anything other than declaring knowledge your supreme value but becoming a boob.


Others of you will say yes, my education was worth it. Not because of what I learned about ukulele or eucalyptus or whatever, but because of the friends I made here, the proud University of [mumble] spirit of camaraderie, which I will carry forth my entire life.


And to you my advice is similar: if you’ve sacrificed everything for friendship, don’t forget that. When you are a paralegal in Brooklyn, or a market analyst in Seattle, or God forbid an intern in Michigan, and you get home from work, and you are very tired, and you want to curl up in front of your computer and check Reddit, remind yourself of the friends you made here and give them a call. See how they’re doing. Write them a Christmas card, especially if it is December. Anything other than declaring friendship your supreme value and drifting out of touch.


Others of you will say yes, my education was worth it. Not because of what I learned about the Eucharist or eucre or whatever, but because of the connections I made, the network of alumni who will be giving me a leg up in whatever I choose to pursue.


And to you my advice is, again, similar. If you’ve sacrificed everything for ambition, be ambitious as hell. When you are a paralegal in Brooklyn or whatever, claw your way to the top, stay there, and use it to do something important. If you’ve sacrificed everything for ambition, don’t you dare stop at middle manager.


Others of you will say yes, my education was worth it. Not because of what I learned about yucca or the Yucatan or whatever, but because it helped me learn civic values, become a better person who is better able to help others.


And to you my advice is once again similar. If you’ve sacrificed everything to help others, don’t let it all end with donating a tenner to the OXFAM guy on the street now and then. Join Giving What We Can or go volunteer somewhere. If you’ve sacrificed everything for others, make sure others get something good out of the deal!


Others of you will say yes, my education was worth it. Not because of what I learned about eukaryotes or Ukraine or whatever, but because formal education in the school system taught me how to think.


And to… sorry, one second, HAHAHAHAHAHHAHAAAHAHAHAHHHAAHAHA HAHAHAHAHAHHA HAHAHAHAHAHAH HAHAHAHHHHHAAAHAHAHAHAH HAHAHHA HAHAHHHHAHAH HAAHHHAHA HAAHAHAHAHHA HAHHAHAHAHAHAHHAHA AHHHHAHAHAHAHA HAHAHAHAHA HHAAAHAHHAAHHAHA AHHAHAHAHAHA hahaha haha ha hahaha haha heh heh heh okay.


I’m sorry. Ahem. To you my advice is, again, similar. If you’ve sacrificed everything to learn how to think, learn how to think. When someone says something you disagree with, before you dismiss a straw man it and call that person names and slap yourself five for your brilliant rebuttal, take a second to consider it fairly on its own terms. Go learn about biases and heuristics and how to avoid them. Read enough psychology and cognitive science to figure out why your claim might kind of inspire hysterical laughter from people even a little familiar with the field. Just don’t sacrifice everything to learn how to think and end up only rearranging your prejudices.


And finally, some of you will say, wait a second, maybe my education wasn’t worth it. Or, maybe it was the best choice to make from within a bad paradigm, but I’m not content with that. And I wish someone had told me about all of this more than fifteen minutes before I graduate.


And to you I can offer a small amount of compensation. You have learned a very valuable lesson that you might not have been able to learn any other way.


You have learned that the system is Not Your Friend.


I use those last three words very consciously. People usually say “not your friend” as an understatement, a way of saying something is actively hostile. I don’t mean that.


The system is not your friend. The system is not your enemy. The system is a retarded giant throwing wads of $100 bills and books of rules in random directions while shouting “LOOK AT ME! I’M HELPING! I’M HELPING!” Sometimes by luck you catch a wad of cash, and you think the system loves you. Other times by misfortune you get hit in the gut with a rulebook, and you think the system hates you. But either one is giving the system too much credit.


Every one of the architects and leaders of the system is fantastically intelligent – some even have degrees from the University of [mumble]. But every one of the neurons in my dog’s brain is a fantastically complex pinnacle of three billion years of evolution, yet my dog herself can spend the better part of an hour standing motionless, hackles raised, barking at a plastic bag.


To you I don’t have very much advice. I’m no smarter than anyone else – well, I know who Euclid is, but other than that – and if I knew how to fix the system, it’s a pretty good bet other people would know too and the system would already have been fixed. Maybe you, armed with a degree from the University of [mumble], will be the one to help figure it out.


On the other hand, someone a lot smarter than I am did have some advice for you. Poor Kurt Vonnegut never did get to give a real graduation speech, but one of his books has some advice targeted at another major life transition:



Hello babies. Welcome to Earth. It’s hot in the summer and cold in the winter. It’s round and wet and crowded. On the outside, babies, you’ve got a hundred years here. There’s only one rule that I know of, babies-“God damn it, you’ve got to be kind.”



I don’t know how to fix the system, but I am pretty sure that one of the ingredients is kindness.


I think of kindness not only as the moral virtue of volunteering at a soup kitchen or even of living your life to help as many other people as possible, but also as an epistemic virtue. Epistemic kindness is kind of like humility. Kindness to ideas you disagree with. Kindness to positions you want to dismiss as crazy and dismiss with insults and mockery. Kindness that breaks you out of your own arrogance, makes you realize the truth is more important than your own glorification, especially when there’s a lot at stake.


Here we are at the end of a grinder of $150,000, 20,000 hours, however many dozen collages about The Scarlet Letter, and the occasional locker room cry of “faggot” followed by a punch in the gut. Somewhere in another world, there are people just like us in nice cabins reading Aristotle and knowing that nobody will have to go hungry ever again. The difference between us and them isn’t money, because I think the $155,000 the government gave you could have gone either way – and even if I’m wrong about that there’s more than enough money somewhere else. The difference isn’t intelligence, because the architects of our system are fantastically bright in their own way. I think kindness might be that difference.


Technically kindness plus coordination power, but that’s another speech, and the Dean of Students is starting to make frantic hand signals.


I don’t know if it’s really possible to afford to give everyone that cabin in Colorado. But I hope that the people whose job it is to figure that out approach the problem with a spirit of kindness and humility.


In conclusion, both sides of the sunscreen debate have some pretty good points. It will certainly decrease your risk of squamous and basal cell carcinomas, it probably has no effect on the malignant melanoma rate but there’s a nonzero chance it might either cause or prevent them, and its effect on internal tumors seems worrying at this point but is yet to be backed up by any really firm evidence.


I understand this is complicated and unsatisfying. Welcome to the real world.


Congratulations to my girlfriend Ozy, who graduates college this week!
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 Introduction

Some Democrats angling for the 2020 presidential nomination have a big idea: a basic jobs guarantee, where the government promises a job to anybody who wants one. Cory Booker, Kirsten Gillibrand, Elizabeth Warren, and Bernie Sanders are all said to be considering the plan.


I’ve pushed for a basic income guarantee before, and basic job guarantees sure sound similar. Some thinkers have even compared the two plans, pointing out various advantages of basic jobs: it feels “fairer” to make people work for their money, maybe there’s a psychological boost from being productive, you can use the labor to do useful projects. Simon Sarris has a long and excellent article on “why basic jobs might fare better than UBI [universal basic income]”, saying that:



UBI’s blanket-of-money approach optimizes for a certain kind of poverty, but it may create more in the long run. Basic Jobs introduce work and opportunity for communities, which may be a better welfare optimization strategy, and we could do it while keeping a targeted approach to aiding the poorest.



I am totally against this. Maybe basic jobs are better than nothing, but I have an absolute 100% revulsion at the idea of implementing basic jobs as an alternative to basic income. Before getting into the revulsion itself, I want to bring up some more practical objections:


1. Basic jobs don’t help the disabled

Disability has doubled over the past twenty years and continues to increase.


[image: ]

Experts disagree on how much of the rise in disability reflects deteriorating national health vs. people finding a way to opt out of an increasingly dysfunctional labor market, but everyone expects the the trend to continue. Any program aimed at the non-working poor which focuses on the traditionally unemployed but ignores the disabled is only dealing with the tip of the iceberg.


The current disability system has at least three major problems which I would expect basic income to solve.


First, the disability application process is a mess. Imagine the worst DMV appointment you’ve ever had to obtain the registration to a sketchy old car you got from a friend, then multiply it by a thousand – then imagine you have to do it all while being too disabled to work. Even clear-cut applications can take months to go through, inflicting an immense burden on people who don’t know where their money is coming from during that time. And people with harder-to-prove conditions like mental illness and chronic pain might require multiple appeals – dragging the process out for years – or never get it at all. The disabled people I have talked to generally hate everything about this.


Second, disability is becoming a catch-all for people who can’t find employment. This is a useful function that needs to be served. But right now, it involves unemployed people faking and exaggerating disability. This rewards liars and punishes the honest. If society labels the system “FOR DISABLED PEOPLE ONLY”, basic fairness – to the disabled, to taxpayers, and to honest workers who aren’t gaming the system – require them to gatekeep entry. Right now they spend lots of time and money on gatekeeping and still mostly fail. But any attempt to crack down would exacerbate the first problem, the one where real disabled people have to spend months or years in a Kafka novel before getting recognized.


Third, because of the first and second problems disabled people feel like they constantly have to prove themselves. Sometimes they’ll have good days – lots of conditions are relapsing-remitting – and they’ll want to go play in the park or something. Then they have to worry that some neighbor is going to think “well, that guy looks pretty healthy”, take a photo, and they’ll end up as one of those stories with headlines like SO-CALLED DISABLED PERSON CAUGHT PLAYING SPORTS IN PARK. Other times it’s a bureaucratic issue. I had a patient who, after a few years on disability, recovered enough that he thought he could work about ten hours a week. When he tried to make it happen, he learned he would lose his disability payments – apparently if you can work at all the government doesn’t believe you’re really disabled – and ten hours a week wasn’t enough to support himself. So he cancelled the new job and didn’t work at all.


As long as you have a system whose goal is to separate the “truly” disabled people from the fakers, you’re going to run into problems like these. But refuse to gatekeep, and you have an unjust system where anyone who wants to lie can get out of work while their more honest coworkers are left slaving away all day. Basic income cuts the Gordian knot by proposing that everyone is legally entitled to support, whether they’re disabled or not. Disabled people can get their money without gatekeeping, and there’s no reward for foul play.


Basic jobs abandons this solution and takes us right back to the current system. If you’re abled enough to perform a government job, you’ve got to do it. Who decides if you’re abled enough? The Kafkaesque gatekeepers. And so we get the same bureaucratic despair, the same attempts to cheat the system, and the same perverse incentives.


And the number of disability claims keeps rising. Remember, a lot of economists think that the flight away from work and toward disability comes from people voting with their feet against exactly the kind of low-paying unpleasant jobs that basic jobs advocates want to offer everybody. Expect them to vote against those too, with no clear solutions within the basic jobs paradigm.


2. Basic jobs don’t help caretakers

And another 10% to 15% of the jobless are people caring for their sick family members.


This is unavoidable and currently uncompensated. The AgingCare Caregiver forum says their “number one question” is whether people who need to take time off work to care for a sick or elderly parent can get money. The only answer they can provide is “if the person you’re caring for has money or insurance, maybe they can pay you”. If they don’t, you’re out of luck. [EDIT: apparently some states do offer some money for this].


Right now our society just drops the ball on this problem. I don’t blame it; giving people money to care for family members would be prohibitively expensive. It would also require a gatekeeping bureaucracy that would put the disability gatekeeping bureaucracy to shame. Not only do they have to assess if someone’s really unable to subsist without care, they also have to decide who gets to take the option for which relatives. I have a second cousin some number of times removed who’s very disabled; can I quit my job and get paid a reasonable salary to take care of him? What if I tell you I’ve never met him or even talked to him on the phone, and just have my grandmother’s word for it that he exists and is sick? What exactly counts as caretaking? If I go visit my second cousin once a day for an hour to make sure he hasn’t gotten any sicker than usual, should the government pay me a full salary? What if actually doing that is 100% vital to my second cousin’s continued survival and I wouldn’t be able to do it consistently while holding down a job? You are never going to be able to make a bureaucracy that can address all these issues fairly.


Basic income cuts the knot again, giving everyone enough money that they can take care of sick or aging friends or relatives if they so choose. You don’t have to justify your choice to provide this level of care (but not that level) to the government. You can just do what needs to be done.


Basic jobs once again drops the ball on this problem. If your mother is dying, you can’t be there to help her, because the government is going to make you dig ditches and fill them in again all day to satisfy people’s worry that somebody somewhere might be getting money without doing enough make-work to “deserve” it.


3. Basic jobs don’t help parents

Everything above, except this time you’re a single parent (or a double parent whose spouse also works) and you want to take care of your child. If you could afford daycare, you probably wouldn’t be the sort of person who needs to apply for a guaranteed basic job. What do you do?


I know what the basic jobs people’s solution to this is going to be: free daycare for all! Okay. So in addition to proposing the most expensive government program ever invented, you want to supplement it by passing the second most expensive government program ever invented, at the same time? Good luck.


But even aside from this, I want us to step back and think about what we’re doing. I have met people – mostly mothers, but some fathers too – who are heartbroken at the thought of missing the best years of their children’s lives grinding away at a 9 to 5 job, stuck in traffic commuting to their job, or being too tired to spend time with them after they get home from their job. These people miss their kids’ first steps, outsource watching their first words to underpaid daycare employees, and have to choose between attending their kids’ school plays and putting food on the table.


And if we check the Treasury and decide that we, as a society, don’t have enough money to solve this problem – then whatever, we don’t have enough money to solve this problem.


But I worry we’re going to check and find we have more than enough money. But somebody is going to be so excited about making poor people do busy-work to justify their existence, that we’re going to insist on perpetuating the problem anyway. And if that forces us to pay for universal free daycare, we’re going to be spending extra money just to make sure we can perpetuate the problem as effectively as possible. We’re going to be saying “We could give basic income for $800 billion, or basic jobs plus universal daycare for $900 billion. And that extra $100 billion? That’s the money we spend to make sure you’re digging ditches and filling them in all day, instead of getting to be at home spending time with your kids.”


4. Jobs are actually a big cause of poverty

Poor people’s two largest expenses are housing and transportation.


Guaranteed jobs have to be somewhere. Most of them will be in big cities, because that’s where everybody is. The ones in the country will be few and far between.


That means to get to your government-mandated job, you’ll either need to live in the big city or have a car. Living in the big city means tripling your monthly rent. Having a car means car payments, insurance payments, repair payments, gas payments, and incidentals.


When I first started working with poor patients, I was shocked how many of the problems in their lives were car-related. For well-off people like me, having a car is background noise; you buy or lease it for a reasonable price, then never worry about it again. Poor people can’t afford to buy and don’t always have good enough credit to lease. They tend to get older, sketchier cars that constantly break down. A constant complaint I heard: “My car broke, I can’t afford repairs, and I’m going to get fired if I can’t make it to my job”. Some of them can’t afford insurance and take their chances without it. Others have had various incidents with the police that cost them their license, but they can’t just not show up to work, so they drive anyway and hope they don’t get arrested.


Then there are the little things. Your work doesn’t have a break room, so you’ve got to eat out for lunch, and there goes a big part of your food budget. Your work demands a whole new set of business clothes, so there’s double your clothing budget. You can’t attend things during normal business hours, so you have to pay extra for out-of-hours services.


And then there’s all of the problems above. You can’t take care of your children anymore, so you’ve got to pay for daycare or a nanny or an Uber to take them to their grandparents’ house. You can’t take care of your sick parents anymore, so you’ve got to pay for a home health aide to come in and look after them. You get job-related strain or stress, and there’s the cost of a doctor’s appointment.


And then there are the fuzzier things. If you’ve just spent the entire day at work, and you’re really exhausted, and you never get any time to yourself, maybe you don’t have the energy left to drive to the cheaper supermarket on the other end of town. Maybe you don’t have the time to search for the absolute best deal on the new computer you’re getting. Maybe you don’t have the willpower to resist splurging and giving yourself one nice thing in your life of wage slavery. All of this sounds kind of shameful, but they’re all things that my patients have told me and things that I do myself sometimes despite my perfectly nice well-paying job.


5. Basic jobs may not pay for themselves by doing useful work

I once read an economist discussing why unemployment exists at all. That is, there are always people who would like to have someone clean their house, take care of their children, or come to their house and cook them food. And there are always businesses that would like their floors a little cleaner, or their customers served a little faster, or one more security guard to keep everything safe. Surely they would pay some amount of money to get these jobs done? And surely some homeless person would rather take that small amount than starve on the streets? So why are there still unemployed people?


One answer must be the minimum wage, but how come this happens even in times and places where minimum wages are absent or easy to evade?


The economist suggested that not all employees are net positive. Employees can steal from you, offend your customers, or be generally weird and smelly and ruin the atmosphere. They can be late or not show up at all – and if you made plans depending on their presence, that can be worse than your never hiring them in the first place. A bad nanny can traumatize your kid. A bad maid can break your priceless vase. A litigious employee can take you to court on false charges. Somebody who’s loud and curses at you and constantly smells of marijuana can just make you a little more stressed and unhappy all the time.


So if you have a job that only produces 1 utility, but a bad employee in that job will cost you 10 utility, and there’s a 10% chance any employee you get will be bad – then you’re not going to fill that job no matter how low a salary people are willing to work for.


How bad can employees get? Please read these AskReddit links. They’re slightly off-topic, but they’re going to give you information you can’t get any other way:


	AskReddit: Bosses of Reddit, what was your worst employee like?

	Managers of Reddit, who was your worst employee?

	What is the worst employee you have had to put up with?

	Who’s the worst coworker you ever had? It’s safe to say they can get pretty bad.


I know many unemployed people who are amazing virtuous hard-working folks. But I also know the unemployed guy who lives in a cardboard box by the BART station, is surrounded by a protective shell of discarded beer cans, and shouts “GRAAAAGH” at passers-by for inscrutable reasons. And the amazing virtuous hard-working folks have a decent shot at getting a job in the private sector eventually, but the guy who shouts “GRAAAAGH” never will. Your population of basic-job-needers is going to be disproportionately composed of people who don’t fit into the regular workforce. How do you think that will turn out?


I worry some people think choosing basic jobs over basic income means free labor. Like, if you were going to pay someone a basic income of $10K/year, but the market value of their labor is $8K/year, you could employ them running a soup kitchen, get that $8K of value, and then you’re really only “losing” $2K/year.


I am less sanguine. If you pay people $10K/year, you’re only losing $10K/year. If you employ them to run a soup kitchen, and the soup kitchen has to keep closing because of hygiene violations, or gets hit with a sexual harassment lawsuit because someone groped a customer, or burns down because someone left the stove on, or loses all its customers because the manager shouts “GRAAAAGH” at everybody who asks for soup – then you’re losing more.


6. Private industry deals with bad workers by firing them; nobody has a good plan for how basic jobs would replace this

Suppose someone does accidentally leave a stove on and burn down the soup kitchen. You transfer them to an agricultural commune and they crash the tractor into a tree. You transfer them to some kind of low-risk paper-pushing job, but they’re late to work every day and skip it entirely once or twice a week, and important papers end up tragically un-pushed. After a while, you decide they are too incompetent to add non-negative value to any of the programs on offer. What do you do with them?


If you fire them, then you’re not a basic jobs guarantee. You’re a basic-jobs-for-skilled-workers-whom-bosses-like guarantee. We already have one of those – it’s called capitalism, maybe you’ve heard of it. But a real solution to poverty would have to encompass everybody, not just people who are good at working within the system.


And if you don’t fire them, what’s your plan? Accept a certain level of burning-things-down, customer complaints, coworker complaints, and unexcused absences? Let them make everybody around them miserable? Turn your soup kitchen into some kind of federal disaster area because you’re absolutely committed to letting every single human being in the United States work there?


Or transfer them to a job in a padded room putting blocks in stacks and knocking them down again, in a way that inconveniences nobody because nobody cares about it? Abandon all pretense at creating anything other than busy-work for poor people out of an all-consuming desire to make sure nobody can live comfortably unless they have spent forty hours of every week in boredom and misery?


Or offer these people a basic income, and let all your other employees hate you for giving incompetent people leisure time at home with their family while the hard workers dig ditches all day?


This isn’t speculation about some vague future. These questions get played out all around the country in our existing “government must take everyone no matter how little they want to be there” institution, ie public school. Here’s a quote from a reader the last time we discussed the public school system.



I was friends with a guy who briefly worked as a teacher at a public high school in central DC (I’m 80% sure it was Cardozo High). He had an education background thanks to spending several years working as a youth camp counselor and as an after-school program counselor, and that was sufficient to qualify him for DCPS’ abbreviated teacher training program (such a thing existed in 2009 when he did it; I’m unsure if it is still around). During the training program, I remember him speaking about his enthusiasm for the teaching skills he was learning and about his eagerness to put them to use (in retrospect, I think some of this was a nervous attempt to convince himself the job wouldn’t be bad). After a break of several months, we spoke again, and he was almost totally disillusioned with the job and was already thinking of quitting. This is what I remember him saying:


	On the first day of classes, there was no orientation for new teachers, no brief meeting where the Principal shook his hand and said “Welcome Aboard,” nothing. He had to go to the front office and ask a secretary what classroom was his and walk there by himself.

	Unexcused absences were chronic and undermined his ability to teach anything. At the start of each of his classes, he had a written roster of students, and he had to check off which students were there. For any class, typically 20-30% of students would be missing, without explanation (This is a very important point to remember whenever anyone tries to blame DCPS’ poor outcomes on large class sizes–on paper, each class might have 35 students, but typically, only 23 are actually showing up). Additionally, the 20-30% of students who were absent each class varied from day-to-day, meaning one student didn’t know what was taught on Monday, the one next to him was there Monday but not Tuesday, the third was there the first two days but not Wednesday, etc.

	Student misbehavior was atrocious. For example, out of the students who showed up to class, it was common for some to walk into the classroom late, again without any explanation and often behaving disruptively. As a rule, whenever a student did that, he was obligated to sign his name on a clipboard for the teacher’s attendance records (there was no punishment for tardiness–late students merely had to write their names down). Some late students would chronically resist doing this, either ignoring him and just going to their desks or yelling curses at him. My friend described an incident where one student–who was physically bigger than he was–yelled out he was a “FAGGOT” when asked to sign the clipboard, provoking laughs from all the other students, before sitting down without signing it. After seeing he could get away with that, the student started calling my friend “FAGGOT” all the time. Other examples of misbehavior included near-constant talking among the students during lessons and fooling around with cell phones.

	Teachers received almost no support from the school administration. Had sane rules been followed at this high school, students would have been immediately sent to the office for formal punishment for these sorts of offenses I’ve described. However, under such a policy, the office would have been overwhelmed with misbehaving students and probably some of their enraged parents, so the administration solved the problem by forbidding teachers from sending students to the office for anything other than physical violence in the classroom. My friend had no ability to formally punish the student who liked to call him “FAGGOT” other than to use stern verbal warnings.

	Most of the students were unwilling and in some cases unable to learn. During class sessions, the students were clearly disengaged from what he was teaching. Homework completion rates were abysmal. As the end of the academic semester neared, he saw that a huge fraction of them were on track to fail, so he resorted to pitiful cajoling, pizza parties, reward schemes, and deals involving large curves to everyone’s grades if they could only, for once do a little work, and it didn’t work. Some of his students were Latino and understood little or even no English, meaning they learned (almost) nothing, even when they tried. He resorted to seating the students who knew no English next to bilingual Latinos who could translate for them. That was the best he could do. In fairness, he spoke glowingly of some of his students, who actually put in some effort and were surprisingly smart […]


I’ll never forget how crestfallen and stressed out he was when he described these things to me. Having never taught in American public schools, I didn’t realize just how bad it was, and the detailed nature of his anecdotes really had an impact on me. I advised him to finish his year at the high school and then to transfer to ANY non-urban school in the area, even if it meant lower pay or a longer commute. We lost touch after that, but I can’t imagine he still works in DCPS.



The education system remains popular because they can always hold up glossy posters of smiling upper-class children at Rich Oaks Magnet High School and claim the system works. But basic jobs are going to be selecting primarily from the very poor demographic and they’re going to get hit with the same problem as the poorest public schools – a need for people to behave, combined with inability to credibly disincentivize misbehavior.


Basic income avoids this problem. It provides money to everyone, good employees and bad employees alike, without forcing any workplace to keep people it finds unproductive or threatening, and without having to find humiliating make-work jobs for anybody.


7. Private employees deal with bad workplaces by quitting them; nobody has a good plan for how basic jobs would replace this

And if you think this is a problem for the managers, just wait until you see what the employees have to put up with.


Some bosses are incompetent. Some are greedy. Some are downright abusive. Some don’t have any obvious flaw you can put your finger on, they just turn every single day into a miserable emotional grind. Sometimes the boss is fine, but the coworkers are creeps, or bullies, or don’t do their fair share. Sometimes the boss and the coworkers are both okay, but the job itself just isn’t suited to your personality and what you can manage.


In private industry, people cope by leaving their job and finding a better one. It’s not a perfect system. A lot of people are stuck in jobs they don’t like because they’re not sure they can find another, or because they don’t have enough money to last them through the interim. And this is one reason why poor people who can’t easily change jobs have worse working conditions than wealthier people who can. But everyone at least has the option in principle if their job becomes unbearable.


What about the people who can’t get any jobs besides the guaranteed basic ones? How do they deal with abusive working conditions?


Probably somebody will set up some system to let you quit one basic job and go to a different one in the same city. But probably it will end up being much more complicated than that. How do you deal with the guy who quits every job after a week or two, looking for the perfect cushy position? How do you deal with the case where there’s only one basic job available within a hundred miles? How do you deal with the case where everyone wants the same few really good jobs, and nobody wants to work at the awful abusive soup kitchen down the road?


People will set up systems to solve these problems, and the systems will be unwieldy and ineffective, just like the systems for switching public schools today, and just like all the other clever top-down socialist systems people invent to replace exit rights. Probably they’ll take the edge off some of these problems, but probably nobody will be truly satisfied with the results.


Basic income solves this problem. It doesn’t make anybody stay at a workplace they don’t like.


8. Basic income could fix private industry; basic jobs could destroy it

In my dreams, the government finds a way to provide a basic income at somewhere above subsistence level. The next day, every single person working an awful McJob quits, because there’s no reason to work there except not being able to subsist otherwise.


After that, one of two things happens. First, maybe McDonald’s makes a desperate effort to invent awesome robots that can serve food without human support. Society and Ronald McDonald share a drink together – McDonald’s has managed to remain a profitable company providing a valuable service, and poor people live comfortable lives without having to flip burgers eight hours a day.


Or maybe inventing robots is hard, and McDonald’s has to lure some people back. They raise pay and improve working conditions, until the prospect of working for McDonald’s and getting luxuries is better than the prospect of living off basic income and getting subsistence. Maybe McDonald’s has to raise prices; maybe they even have to close some stores. But again, something like McDonald’s continues to exist and workers are relatively well-off.


A poorly-planned basic jobs guarantee could make the problem worse. Suppose that the government decided to use its free labor to farm cows. This puts various private cow-farming companies out of business; after all, the government can pay its employees out of the welfare budget, but private companies have to pay employees out of revenue. Some of the unemployed cow-farmers go get a guaranteed basic job, putting further private companies out of work. And other unemployed cow-farmers go work at McDonald’s, driving up the supply of McDonald’s employees and so ensuring lower wages and worse conditions.


This isn’t to deny that a well-planned basic jobs guarantee could have the same effect as basic income; if the government jobs were better than McDonald’s’s, McDonald’s might have to raise wages and improve conditions to lure people back. The direction of the effect would depend on how good the government jobs are and how much they compete with private industry. I predict the government jobs will be very bad, and compete with private industry a lot, which makes me expect the effect will be negative.


9. Basic income supports personal development; basic jobs prevent it

I have a friend who was stuck on a dead-end career path. His job paid a decent amount, he just didn’t really like where it was going. So he saved up enough money to live on for a year, spent a year teaching himself coding, applied to a programming job, got it, and felt a lot more comfortable with his financial situation.


And I had a patient in a similar situation. Hated her job, really wanted to leave it, didn’t have enough skills to get anything else. So she went to night school, and – she found she couldn’t do it. After working 8 to 6 every day, her ability to go straight from a long day’s work to a long night’s studying just wasn’t in the cards. And her income didn’t give her the same opportunity to save up some money and take a year off. So she gave up and she still works at the job she hates. The end.


Basic income would give everyone who wants to work the same opportunity as my friend – the ability to take a year off, cultivate yourself, learn stuff, go to school, build your resume – without it being a financial disaster.


Basic jobs would leave everyone in the same position as my patient – forced to work 40+ hours a week, commute however many hours a week, good luck finding time to earn yourself a ticket out of that lifestyle while still staying sane.


There are more creative things you can do with time off work. Entrepreneurs like to talk about “runway” – how long can you keep burning through money before you run out and have to declare your new business a failure? Sometimes your runway is costs like renting an office or paying employees, but for small one-person businesses the question is usually “how long can I continue to live and feed myself working on this not-yet-profitable company?”


And poor people have runway issues of their own. One of the most common reasons poor people end up in crappy jobs is because they don’t have the luxury of a long job search. If your savings will only last you a month before you can’t make rent, you’re going to accept the first job that will take you and feel grateful for it. If you have a guaranteed income source, you can wait until somebody presents you with a better fit.


Basic income is unlimited runway. Entrepreneurs can feel free to try out crazy ideas without the constant pressure of losing their shirt; people in between jobs can feel free to spend time looking for options they can tolerate.


Basic jobs solves none of these problems, and maintains the time pressures that prevent people from exploring interesting ideas or realizing their full potential.


10. Basic income puts everyone on the same side; basic jobs preserve the poor-vs-the-rest-of-us dichotomy

Welfare users often talk about the stigma involved in getting welfare. Either other people make them feel like a parasite, or they just worry about it themselves. Basic jobs would be little different. There will be the well-off people with jobs producing useful goods and services. And there will be the people on guaranteed basic jobs, who know their paychecks are being subsidized by Society. In the worst case scenario, people complaining about workplace abuses at their guaranteed basic job will be told how lucky they are to have work at all.


Basic income breaks through that dichotomy. Everybody, from Warren Buffett to the lowliest beggar on the street, gets the same basic income. We assume Warren Buffett pays enough taxes that the program is a net negative for him, but taxes are complicated and this is hard to notice. Rich people are well aware they contribute more to the system than they get out. But they don’t think of it on the level of “I pay $340 in taxes to support my local police station, but only get $154.50 of police services. Meanwhile, Joe over there pays $80 in police taxes and gets $190 in police services. I hate him so much!”


There will be people on basic income who have no other source of money. There will be people who supplement it with odd jobs now and then. There will be people who work part-time but who plausibly still get more than they pay in taxes. There will be people who work full-time and maybe pay more than they get but aren’t really sure. At no point does a clear dichotomy between “those people getting welfare” and “the rest of us who support them” ever kick in.


11. Work sucks

Amidst all of these very specific complaints, I worry we’re losing site of the bigger picture, which is that work sucks. I have my dream job, the job I’ve been lusting after since I was ten years old, it’s going exactly as well as I expected – but I still Thank God It’s Friday just like everyone else.


And other people have it almost arbitrarily worse. Here are some of the cases you hear about several times a week doing psychiatry:


“I work really long days at my job. I have to deal with angry clients, bosses who don’t appreciate me, and coworkers who try to dump their work on me. By the time I get home after my hour-long commute, I’m too wiped to do anything other than make a microwave dinner and watch TV for an hour or two until I pass out. Then on the weekends I take care of business like grocery shopping, cleaning, and paying my bills. Then Monday comes around and I have to do it all over again. I feel like work drains all my energy and doesn’t leave me any time to be me. I used to play in a band, and we had dreams of making it big, but I had to quit because I don’t feel like I have time for it any more. It’s just work, go home, sleep, repeat.”


“I can’t stand the new open office plan. I feel like I’ve got to do work in the middle of a loud bar where everyone’s trying to talk over each other. Sometimes I hide in the janitorial closet just so I can concentrate for a couple of hours while I finish sometimes important. I’m afraid if anyone ever catches me doing that they’ll say I’m ‘not a team player’ and I’ll get written up, but I just can’t take being crammed together with all those people. Maybe if you gave me some Adderall I could focus better?”


“Sorry I haven’t seen you in a few months. My workplace says it gives time off for doctor’s appointments, but you still get in trouble for missing targets, and I just couldn’t find any time that works. I ran out of my medication a month ago and am having constant panic attacks, so if you could refill that right away it would be nice. And sorry, I need to go now, I’m actually calling you from the bathroom. I wanted to call you from the janitorial closet, but when I went in, there was a woman inside who mumbled something about the open office plan and accused me of distracting her.”


And the people with the worst jobs don’t have good enough time or money to see psychiatrists; I just never meet them. But I understand it gets pretty bad:



Amazon employee here. The post [ The Undercover Author Who Discovered Amazon Warehouse Workers Were Peeing In Bottles Tells Us The Culture Was Like A Prison ] is pretty spot on. They don’t monitor bathroom breaks, but your individual rate (or production goal) doesn’t account for bathroom breaks. Or let’s say there is a problem like you need two of something and there’s only one left, well you have to put on your “andon”, wait for someone to come “fix” for you, all the while your rate is dropping. The two most common reasons pepole get fired are not hitting rate, and attendance. They don’t really try to help you hit rate, they just fire and replace.


My first week there two pepole collapsed from dehydration. It’s so common place to see someone collapse that nobody is even shocked anymore. You’ll just hear a manager complain that he has to do some report now, while a couple of new pepole try to help the guy (veterans won’t risk helping becuse it drips rate). No sitting allowed, and there’s nowhere to sit anywhere except the break rooms. Before the robots (they call them kivas) pickers would regularly walk 10-15 miles a day, now it’s just stand for 10-12 hours a day.


People complain about the heat all the time but we just get told 80 degrees (Fahrenheit obviously) is a safe working temp. Sometimes they will pull out a thermometer, but even when it hits 85 they just say it’s fine.


There’s been deaths, at least one in my building… Amazon likes to keep it all hush hush. Heard about others, you can find the stories if you search for it, but Amazon does a good job burying it.


Every now and we have an inspection, where stuff like this should be caught and changed. But they just pretty it up. If the people doing the inspection looked at numbers on inspection day vs normal operation, they would see a massive difference… but no fucks given.


The truth is the warehouses operate at a loss most the time, Amazon literally can’t afford to pay the workers decent pay, and can’t afford to not work them to death. The entire business model is dependent on cheap (easily replacable) labor, which is why tier 1s are the bulk of the Amazon work force. My building has like 3-5k workers most the time and around 10-30k on the holiday (what they call peak). Almost all of that is tier 1, most states have 4-7 of these warehouses, and some like Texas and Arizona have tons more.


Next time you order something off Amazon, remember it was put in that box buy a guy sweating his ass off trying to put 100-250 things in a box per hour, for 10 hours a day or he will be fired, making about a dollar more than minimum wage. Might have even been a night shift guy, who goes to work at 630pm and gets off at 5am.



I 100% understand that advocates of basic jobs insist that they’ll be better than that, that they guarantee really good jobs in clean sunny offices where everybody has a smile in their face and is well-paid. I also understand they said the same thing about those DC public schools before throwing huge amounts of money at them. Forget promises; I care about incentives.


Either one of basic jobs or basic income could be potentially the costliest project the US government has ever attempted. Government projects usually end up cash-constrained, and the costliest one ever won’t be the exception. The pressure to cut corners will get overwhelming. It’s hard to cut corners on basic income – either citizens get their checks or they don’t. It’s simple to cut corners on basic jobs. You do it the same way Amazon does – you let working conditions degrade to intolerable levels. What are your workers going to do do? Quit? Neither Amazon nor government-guaranteed basic jobs need to worry about that – both know that their employees have no good alternatives.


Gathering a bunch of disempowered poor people in a place they’re not allowed to opt out of, with budget constraints on the whole enterprise, is basically the perfect recipe for ensuring miserable conditions. I refuse to believe that they will be much better than private industry; the best we can hope for is that they end up no worse. But the conditions in private industry are miserable, even for people with better resources and coping opportunities than basic jobs recipients are likely to have.


I grudgingly forgive capitalism the misery it causes, because it’s the engine that lifts countries out of poverty. It’s a precondition for a free and prosperous society; attempts to overthrow it have so consistently led to poverty, tyranny, or genocide that we no longer believe its proponents’ earnest oaths that this time they’ve got it right. For right now, there’s no good alternative.


But if we have a basic jobs guarantee, it will cause all the same misery, and I won’t forgive it. The flimsy justifications we can think up won’t be up to the task of justifying the vast suffering it will cause. We can’t excuse it as necessary to produce the goods and services we rely on. We can’t excuse it as a necessary condition for political freedom. If a worker asks “why?”, our only answer will be “because Cory Booker thought a basic jobs guarantee would play better among the electorate than basic income, now get back to packing boxes and collapsing from dehydration”. There will be an alternative: a basic income guarantee. We will have rejected it.


I feel like as a quasi-libertarian, I sometimes downplay how awful private industry, capitalism, and the modern workplace are. If so, I apologize. The only possible excuse for defending such a flood of misery is what inevitably happens when people meddle with it. But the price of such morally tenuous greater-good style reasoning is that you need to stay hyper-aware of times when you don’t need to defend the system, when there is a chance to do better without destroying everything. I think basic income is such a chance. And I think basic jobs are a tiny modification to the idea, which destroys its potential and perpetuates all the worst parts of the existing system.




It would be unfair to make this argument without responding to jobs’ proponents points, so I want to explain why I don’t think they provide a strong enough argument against. These will be from the Sarris piece. I don’t want to knock it too much, because it’s a really fair and well-written piece that presents the case for jobs about as well as it can be presented, and any snark I might give it below is totally undeserved and due to personal viciousness. But it argues:


i. Studies of UBI haven’t been very good, so we can’t know if it works.


Studying a UBI pilot with an end date is not studying UBI at all: It is instead studying a misnamed temporary cash payment. By the nature of pilots, the cohort’s behavior cannot reliably change to depend on UBI’s long term existence. No study yet has guaranteed a cohort money forever, and even if it did it would be difficult for a pilot to study the long term effects, some of which may be generations out. What pilot can tell us what its like for kids to grow up with parents who have never worked? […]


Basic Job programs are more amenable to piloting and a gradual roll-out, since new clusters of jobs appear (and end) all the time. Piloting Basic Jobs can be tried in different communities with varying magnitudes. The legislation to justify such a pilot may already be in place[1], and even a pilot may have lasting benefits. What we learn from the pilot will be more applicable than studying temporary cash transfers in a community and expecting that knowledge to translate into society-wide UBI. If a pilot is successful, one can imagine a kind of National Civil Service, organized like existing federal programs such as the National Park Service, which can hire professionals to train and supervise projects.



I have some minor caveats – Alaska has had a (very small) universal basic income for some time, which seems to have worked relatively well. And basic job studies will also have trouble scaling; smaller trials might preferentially select the most functional unemployed people, would have less impact on private industry, and can always just dismiss people back to the general pool of the unemployed. But overall I agree with the point that basic income is a bigger change and we should be more suspicious of bigger changes.


But at some point you’re arguing against testing something because it’s untested. If we can’t 100% believe the results of small studies – and I agree that we can’t – our two options are to give up and never do anything that hasn’t already been done, or to occasionally take the leap towards larger studies. I think basic income is promising enough that we need to pursue the second. Sarris has already suggested he won’t trust anything that’s less than permanent and widespread, so let’s do an experiment that’s permanent and widespread.


ii. UBI gives everyone the same amount, but some people need more (for example, diabetics need more money to pay for insulin). Existing social programs like medical aid take this into account; UBI wouldn’t.

This seems like exactly the problem that insurance exists to solve. Bringing insurance into the picture, “everybody has to get this” switches from a negative to a positive.


I won’t speculate on how this will look, except to note that it would work well with some kind of mandate where the cost of a Medicare-like state insurance gets auto-deducted from your UBI. Since I’m quasi-libertarian, I would support people’s right to opt out of this, after signing and notarizing a bunch of forms with “I UNDERSTAND I AM AN IDIOT AND MIGHT DIE” on them in big red letters, but I understand other people might prefer to avoid the chance of moral hazard. It still seems like this problem is solvable.


iii. Somehow even if everyone has more money they won’t be better off


One of the biggest assumptions people make with UBI is that the problems of today and the near future are primarily ones of money. I don’t think the data supports this. [link to various charts showing that people generally have food and access to health care]



On some level, if you’re tempted to believe this you should find a poor person and ask them how they feel about being poor. I predict they will say it is bad. They will not agree that our society has basically solved all of its money-related problems. They will say there is a very real sense in which their money-related problems remain unsolved. I guarantee you they will have very strong feelings about this.


But that’s overly pat. A steelman of Sarris’ point might go something like this: it definitely seems true that there is some complicated way in which a family of eight living in a tiny farmhouse in the Kansas prairie in 1870 was happy and felt financially secure even though they probably only earned a few hundred dollars a year by today’s measures. So isn’t it weird that people earning twenty thousand dollars a year still think of material goods as their barrier to happiness?


I think explaining that effectively would require a book-length treatment. But I think the book would end with “even though it’s weird and complicated, poor people today who make $10,000 or $20,000 are often unhappy, in a way that richer people today aren’t, and this involves money in a real sense.”


I am not the person to write this book (though see the post on cost disease); I can only relay what poor people tell me. Sometimes it’s “my rent-controlled apartment is underneath noisy frat boys who keep me awake every night with their parties, but I can never leave because it’s the only apartment I can afford in this town.” Sometimes it’s “I hate my boss but I can’t leave because if I go a month without getting a paycheck I won’t have enough money for rent.” Sometimes it’s “I couldn’t afford good birth control, got pregnant, and now I can’t afford to support the child, what do I do?” Sometimes it’s “Obamacare mandates me to buy health insurance, but I can’t afford it, I guess I am going to have to pay a fee I can’t afford on tax day instead.” Sometimes it’s any of a thousand versions of “my car broke down and I can’t afford to get it fixed but I need to get to work somehow”. Sometimes it’s “I am sick but if I miss a day of work my company will fire me, because when you’re poor enough legally-enshrined workplace protections somehow fail to exist in real life”. And sometimes it’s “I work eighty hours a week driving for Uber because it’s the only way to make ends meet, I hate everything.” A lot of times it involves the same crappy job-centered lifestyle I worry a basic jobs guarantee would perpetuate forever.


Trying to steelman the “it’s not money” point further takes us to Sarris’ other essay on UBI, where he writes:



Rent is currently eating the world. Rental income just hit an all-time high. If everyone is given a very predictable amount of money, it may be seen as a system that can be gamed by landlords and maybe other essentials producers. Implementing UBI without reforming land use and zoning regulations may end up as nothing more than a slow transfer to landlords. What are the odds of that happening? Well, it seems like it already did happen with healthcare and college tuition (loans) in the US, and if those are our guide, the “money” part and the “meaningful reforms” part should be done in a very particular order.


Since housing does work well in some places (Japan and Montreal come to mind) I think this is a problem that can be fixed. But without the fix first, UBI may be punting real political problems while giving the appearance of solving them (until years later), and making the price inflation obvious for landlords, just like it was for healthcare companies and colleges getting guaranteed loans.


Payments as a solution to a broken system is not the same as fixing the system. If UBI punts this real problem, we’ll be creating a financial time bomb.



This is basically how I think about any request for giving more money to education or health care, so I guess I have to take it seriously. Maybe the situations aren’t exactly the same – education and health care seem to eat up money by hiring administrators, which doesn’t have an obvious analogy to ordinary individuals. But the Kansas farmhouse example suggests that something like this must go on even at the personal level.


It looks like probably what’s being described is that – absent some magical ability to create new houses out of thin air (a task known to be beyond the limits of modern technology) – housing is a positional good and so raising the position of everyone equally will just give extra cash to landlords. The best that can be said here is that insofar as these goods aren’t perfectly inelastic, basic income will help a little. And insofar as other goods used by poor people (cars? furniture? generic medications?) are decently elastic, basic income will help a lot. I do agree the problem exists.


But I think this is one case where basic income is clearly better than basic jobs. All basic jobs can do is give you money, which can get eaten by rent-seekers. Basic income gives you freedom. Somebody works 50 hours a week at two McJobs to afford an apartment, gets basic income, and then they work 20 hours a week at one McJob and afford their apartment. The price of an apartment doesn’t change, but their life has improved.


And by lowering the demand for jobs, basic income provides the seed of a solution to the housing problem. The reason rent costs so much in the Bay Area is because everyone wants to live in the Bay Area because it has so many great jobs. You can buy a house in the country (or in an unpopular city) for cheap; people don’t because the jobs aren’t as good, or the good jobs take longer to find. Freed from the need to live right in city center (or right next to the subway stop leading to city center), people can spread out again. If rent is $2000 in San Francisco and $500 in Walnut Creek, they can live in Walnut Creek (and still go to San Francisco whenever they want – cities are very accessible from suburbs, for every purpose except commuting during rush hour five days a week).


Go to the suburbs and people are building new housing tracts all the time. Supply is elastic and everyone’s backyards are so far away from one another that NIMBYs mostly stay quiet. It’s only when our job-centered culture forces everybody into historic San Francisco city center that we start having problems.


There’s still going to have to be a hard battle against cost disease. But much of the cost disease comes from overregulation and creeping socialism, and much of overregulation and creeping socialism come from well-intentioned concerns about the poor. Witness how California’s recent housing bill was opposed by socialists making vague warnings about “greedy developers”. If we can solve the non cost-disease-related parts of poverty first, maybe the socialists will lose some power and we can start fighting the cost disease problem in earnest.


iv. Without work, people will gradually lose meaning from their lives and become miserable

After claiming that money isn’t really a problem for most people, Sarris continues:



The biggest societal ill today is not that people don’t have enough money to survive, it is that to survive and thrive people need things beyond food and rent: Social responsibility, sense of purpose, community, meaningful ways to spend their time, nutrition education, and so on. If we fixate merely on the money aspect, we may be misdiagnosing what is making our 21st century so miserable for so many people.


From some psychologists’ points of view, one of the worst things you can do to someone who is suffering from addiction or loss of hope is to give them no-strings-attached money, when what they really need is regularity and the responsibility that comes from having a purpose, even if its simply a job or a station. Basic Jobs have a chance of making the opioid crisis better, UBI risks making it worse… the at-risk population in the US need functions and responsibility more than just a check.



Social responsibility. Sense of purpose. Community. Meaningful ways to spend your time. This is some big talk for promoting jobs that in real life are probably going to involve a lot of “Do you want fries with that?” Getting a sense of purpose from your job is a crapshoot at best. Getting a sense of purpose outside your job is a natural part of the human condition. The old joke goes that nobody says on their deathbed “I wish I’d spent more time at the office”, but the basic jobs argument seems to worry about exactly that.


And let’s make the hidden step in this argument explicit. Everyone on basic income will have the opportunity to work if they want. In fact, they’ll have more opportunity, since people who hate working will have dropped out of the workforce and demand for labor will rise. So the basic jobs argument isn’t just that people need and enjoy work. The argument is that people need and enjoy work, but also, they are too unaware to realize this, and will never get the work they secretly crave unless we force them into it.


That doesn’t seem right. I don’t know enough hopeless opiate addicts to contradict an apparent psychological consensus on them, but it seems to me a lot of people do perfectly well finding meaning on their own time.


What about the retired?

The graph of happiness vs. age looks like this:
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This is not the shape we would expect if stopping work suddenly made you miserable and deprived you of purpose. Retired people seem to avoid work just fine and have lots of fun golfing, watching golf tournaments, going on golf vacations, arguing about golf, and whatever else it is retired people do.


Sarris says that “If you think UBI would not make the opioid crisis worse, the onus is on UBI proponents to show how writing ‘UBI’ on the top of the check instead of ‘disability’ would do that.” I would counter-argue that the onus is on opponents to explain why writing ‘UBI’ on the check works so much worse than writing ‘Social Security’.


What about homemakers?

Yes, homemaker is a full-time job. But it’s the full-time job a lot of people would do if they didn’t have to do their regular full-time job, which makes it fair game when we’re talking about basic income. Here’s a graph of male vs. female happiness over time:
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If we assume most women in 1970 were homemakers, and most women in 2000 are working, their shift from homemaking to working doesn’t correspond to any improvement in happiness, either absolutely or relative to men.


There is some debate over whether modern-day homemakers are happier than modern-day workers or vice versa, with the most careful takes usually coming down to “people who prefer to stay home are happier staying home, people who prefer to work are happier working”. But there is no sign of the collapse in meaning and happiness we would expect in homemakers if not having an outside-the-house job reduces you to purposeless nihilism.


When I bring this up to people, they always have the same objection: “Didn’t women back then use lots of tranquilizers because of how stressed and upset they were? Didn’t they even call Valium ‘Mother’s Little Helper?'” Yes. But take it from a psychiatrist who prescribes them: people still use lots of tranquilizers. Nobody cares anymore, because it’s no longer surprising or ironic.
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Sure glad that tranquilizer overuse problem got nipped in the bud in the 1970s when we cancelled stay-at-home parenting.

What about aristocrats?

History presents us with many examples of entire classes who managed to live off other people’s work and avoid working themselves. These people seem to have not only have been pretty happy with the deal, but often used their free time to contribute in less purely economic ways. Lord Byron and Warner von Braun were hereditary barons, Bertrand Russell a hereditary earl, de Broglie a hereditary Duke, Condorcet and de Sade hereditary Marquises. Von Neumann’s family was some kind of nouveau riche Austro-Hungarian nobility; Wittgenstein’s family was something similar. Winston Churchill was grandson of a Duke and son of a Lord. None of them ever had to worry about money: society gave them a giant basic income check from their ancestral estates.


Yet Churchill found meaning by saving the UK. Von Braun found meaning by shooting missiles at the UK. Condorcet found meaning by becoming one of the foremost defenders of human rights. De Sade found meaning by becoming one of the foremost violators of human rights. De Broglie and von Neumann found meaning by contributing to fundamental physics. Russell and Wittgenstein found meaning by literally figuring out what meaning was. Overall they seem like a pretty flourishing bunch.


What about college students?

Technically they have to go to classes, but a lot of them get away with ten hours or less of class per week, and even more of them just never attend. Some, like Mark Zuckerberg and Bill Gates, use the extra time to found startups. Others, like everyone else, use the extra time to party and take lots of drugs. Either way, they seem pretty happy.


What about the self-employed?

Being self-employed costs you a lot of the supposed psychological benefits of work. You might not be leaving the house. You might not be interacting with other people. But studies find that the self-employed are happier than the other-employed, even though they work longer hours and have less job security.


What about hunter-gatherers?

Hunting-gathering in a fertile area is a pretty good gig, and usually lets people support themselves with only a few hours’ work per day. Most evidence suggests they’re pretty happy despite their lack of material goods.


What about schoolchildren?

Every year, I would complain that I hated school. Every year, my mother would repeat some platitude like “Oh, when summer comes around you’re going to be so bored that you’ll be begging to go back”. And every year, summer vacation would be amazing, and I would love it, and I would hate going back to school with every fiber of my being. I understand this is pretty much a consensus position among schoolchildren. This has left me forever skeptical of arguments of the form “Oh, if you had freedom you would hate it”.


What about me?

When I graduated medical school, I applied to residency and was rejected. That left me with a year open before I could try again. Thanks to some odd jobs, a little savings, and charity from friends and family, I was able to subsist. I spent the year meeting new people, hiking around California, falling in love, studying philosophy, and starting this blog. At the end of the year I applied to residency again and was accepted. I’m glad I got the job I wanted, but I also remember that year fondly as maybe the best I’ve ever had, and the one that set the stage for a lot of the good things in my life that happened since. I think this is pretty common for well-off people. We call it a “gap year” or a “sabbatical” or “going off to find yourself” or any of a bunch of other terms that disguise how it’s about doing exactly what people say you can’t do – being happy without a 9 to 5 job.


When I bring these points up, basic jobs advocates usually find reasons to dismiss all of them. Schoolchildren and college students are at a special part of their life that doesn’t generalize. Homemakers like being with their kids. Aristocrats get the world as their oyster. Retirees are mysteriously and permanently mesmerized by golf, which becomes an ur-need subsuming all other human desires. Hunter-gatherers are evolutionarily adapted to their lifestyles. I am just weird. They dismiss all of these as irrelevant and go back to their core example: in the US, right now, unemployed and disabled people are terribly unhappy.


I accept the very many studies that show this, but I do wonder if this has more to do with contingent features of unemployment than with work being necessary to human flourishing. For example, unemployed people are chronically low on money. Unemployed people face stigma and constant social pressure to get employment. Unemployed people live in a society built around and emphasizing jobs. Unemployed people may have pre-existing problems in their lives that led to their unemployment. Unemployed people sometimes suffer from disabilities or chronic pain. Unemployed people have no friends to hang out with during business hours because everyone else is working.


If you compared gay vs. straight happiness in 1980, you probably would have found gay people were much less happy. Now some studies suggest that in liberal and accepting areas, they are as happy or happier. The relative happiness of different groups isn’t necessarily a human universal; it can also depend on how society treats them.


Given all this, I lean in favor of thinking most people would tolerate financially secure leisure time just fine. I might be wrong. But I am still more comfortable letting people decide for themselves. People who try leisure and like it – or who prefer homemaking, or taking care of elderly parents, or anything else – will stay out of the workforce. People who try leisure and don’t like it will apply for the new, better class of jobs that will exist once increased demand for labor has forced employers to up their standards. Or they’ll go volunteer at their church. Or they’ll start a nonprofit. Or they’ll do something ridiculous like try to be the first person to unicycle around the world.


Or maybe the meaninglessness of modern life will start to recede. Why don’t we have strong communities anymore? One reason I keep hearing from my patients is that they had lots of friends and family back home in Illinois or Virginia or wherever – but all the good jobs are in the Bay Area so now they live here and don’t know anybody. My own friends have managed to set up a halfway-decent semi-intentional community in California, but only because by a happy coincidence they all work in computers and all the good computer jobs are in the Bay. Freeing people from needing to orient their entire life around where they can get a job might lead to a lot more intentional communities like mine. Or it might lead to other things we can’t think of right now. A bunch of people with a lot of leisure time to throw at problems, and a bunch of people with money and a problem of meaningless, seems like a pretty good combination if you’re looking for meaning-as-a-service.


The best studies on homemakers find that women who want to be homemakers are happier as homemakers and sadder if forced to work, and women who want to work are happier as workers and sadder if forced to stay at home. I would not be surprised if there are some people who are happiest working, and others who are happiest pursuing leisure activities. A basic income would make it easier for both groups to get what they want.


v. If something went wrong, basic jobs programs could be more gracefully wound down.


What if it doesn’t work? What if we run out of jobs? Suppose a Basic Job program fails 20–30 years into the future. Maybe there’s too much corruption or not enough oversight, or the political will is no longer there, or the money itself is no longer there. Contingency planning is good: No matter how much you trust the pilot, you still want an airplane with emergency exits.


If this happens, the side effects seem less severe (or even mildly positive) when contrasted with a UBI failure. So what if we accidentally fund farms, and bakeries, and furniture production, and house construction, and all sorts of small scale crafts across the country? Even in pessimistic scenarios we can expect some of the businesses and functions built to continue serving their communities after an official program is gone, in the same way that the Hoover dam is still there. A Basic Job program can plan for contingencies and the divvying up of what’s been created, democratically, by community. Sheep farmers that are no longer supported by the government have at least got their flocks. If things ever go south, Basic Jobs better position us to try something else.



“So what if we accidentally fund farms?” asked Stalin, creating the kolkhozes. Maybe I am being mean here, but “let’s guarantee full employment by sticking poor laborers on a government farm somewhere and teaching them to till the earth” is a plan that ought to set off as many historical alarm bells as “let’s do something about all the Jews around here” or “let’s murder the Mongol trade delegation”.


True, nobody is proposing the other prong of socialist agricultural policy, which is crushing the private farms. But it’s important to remember that what’s being proposed is basically socializing large parts of the economy in ways that history tells us lead not only to agricultural catastrophe when being set up, but to economic ruin when being wound down:
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In the 1990s, the GDP of Russia declined by 50%. Fifty percent! I don’t know if that’s ever happened before in history outside of a civil war or foreign invasion. The Iraqi economy survived the Iraq War and subsequent sectarian conflict better than the Russian economy survived winding down its basic jobs program.


Maybe I’m being unfair. Socializing part of the economy is probably safer than socializing all of it. And not crushing the private farms really does provide a safety valve that previous collectivization efforts lacked (though if the government farms are more subsidized than they are inefficient, you’ll crush the private farms whether you want to or not).


But I’m still not sure if unsocializing the economy is as easy as winding down a basic income. If you want to wind down a basic income, you decrease it by 5% per year, and each year more people go to work in the private sector or start training to do so. If you want to wind down a nationwide system of collective farms, you – well, empirically you flail about for a while, collapse into a set of breakaway republics, and end up getting ruled by Vladimir Putin.


vi. Basic jobs could be used to create useful infrastructure


Have the imagination to consider all of the work that is not being done, and FDR-style public works programs can be found almost everywhere. Building bicycle lane networks. Creating and maintaining public parks, flowerbeds, sidewalks. Demolition and recycling and re-urbanization (or re-forestation) of derelict factory grounds. There are so many things that would make parts of the US better places to live. As long as swaths of America are in disrepair and also where the jobs aren’t, Basic Jobs has a mission to fulfill.



Some of my concern here comes from my concern (mentioned above) that basic-job-havers would not be very good employees, and that you would probably save money by handing needy people a check and separately hiring some super-efficient megacorporation to make your flowerbeds.


But another part comes from asking myself – which would I rather have? More flowerbeds and sidewalks? Or forty extra hours a week to spend seeing friends and family, or pursuing hobbies that I love? Framed this way, the answer is super-obvious – and remember, I love my job.


vii. Capitalism seems to have historically worked pretty well, and basic jobs guarantees preserve the best features of capitalism


We want to try and keep [the] positive effect of capitalist economic transactions. UBI creates paychecks, Basic Jobs programs do too, but Basic Jobs also create transactions, incentives, and products, fulfilling secondary needs for society.


Basic Jobs can be thought of as a program that is paying people to make other people’s lives better in addition to their own. We are paying people to produce local food and crafts, in a subsidized fashion that gives communities an alternative to the WalMart-esque globalized marketplaces. If the government subsidizes the workers so that their goods can be competitive, it will foster local economies while putting money in the pockets of local worker who themselves have more power. Hopefully, the second-order effects of such commerce are large enough to notice. Maybe the benefits will stay. One could argue that the strong Swiss and other European agricultural subsidies are already a soft form of Basic Jobs.



“Capitalism” is a Rorschach test that means many things to many people. Some people think it means oppression, discrimination, and exploitation. Other people think it means any level of freedom better than you get in Maoist China. Still other people identify it with corporations, or banks, or barter, or any of a thousand other things. But to me, if capitalism means anything at all, it means…


Well, remember argument iv above? About how maybe poor people’s lives will be meaningless without work, and maybe they’re not sufficiently self-aware to realize that on their own, so the government should make them work for their own good, in whatever industry most needs their help?


To me, capitalism means shouting “FUCK YOU” at that argument, at the intuitions behind that argument, and at the whole social structure that makes those intuitions possible, then sterilizing the entire terrain with high-quality low-cost American-made salt so that no other argument like it can ever grow again. There are other parts of capitalism, like the stuff about stock exchanges, but they all flow from that basic urge.


Capitalism certainly doesn’t mean you should never get money without working. Heck, some leftists would define a capitalist as a person who gets money without working. The part where you get money without working is the fun part of capitalism. The thing where most people don’t get that is the part that could do with some fixing. That’s why a lot of history’s greatest capitalists (in both senses of the word) – from Friedrich Hayek and Milton Friedman to Mark Zuckerberg and Elon Musk – have supported basic income.


My intuitions are basically Georgist (note to self: read Henry George before saying this too many more times). Capitalists deserve to keep the value they create, but they also owe rent on common resources which they enclose and monopolize (eg land, raw materials). That rent gets paid to the State (as representative of the people who are denied use of the commons) in the form of taxes. The State then redistributes it to all the people who would otherwise be able to enjoy the monopolized resources – eg everybody. I think this process where businesses pay off the government for their raw materials is pretty similar to the process where they pay off the investors for their seed money, and that the whole thing fits within capitalism pretty nicely.


I don’t think the government taking a big role in the economy for Your Own Good can ever really fit within capitalism, at least not the parts of it that I consider valuable. I would consider a basic jobs guarantee, if it lasted, to be a victory for socialism over the parts of capitalism I hold dear – the final triumph of the old Soviet joke about how “We pretend to work, they pretend to pay us”. If you want an image of the future, imagine a glassy-eyed DMV employee staring at a clock, counting down the hours until she can go home – forever.


And that’s what we’re debating here – an image of the future. These basic guarantees always get brought up in the context of technological unemployment. I’ve looked into this before, and although I don’t think jobs are being destroyed per se, I think it’s definitely possible they’re getting worse for complicated reasons. So as more and more people start getting worse and worse jobs, we can choose one of two paths.


First, we can force more and more people into make-work low-paying government jobs. Extrapolate to the very far future, and 99% of the population will spend their time sending their kids off to daycare before a long day of digging ditches that a machine could have dug better, while 1% of people have amazing robot empires.


Second, we can try to break the link between toiling for someone else and being able to live. We can set some tax rate and promise that all revenue above some amount necessary to fund state functions will be redistributed as basic income. It’ll be pretty puny at first. But as GDP grows, more and more people will opt out of work. As the payments increase, we can gradually transfer various forms of welfare into insurance, and use the gains to grow the payments further. There will be plenty of well-paying jobs for whoever wants to keep working, and lives of leisure and enjoyment for the people who don’t. Robots will pick up the slack and keep the big corporations generating the value that gets siphoned off. Extrapolate to the very far future, and 99% of people live in constantly-improving comfort and freedom, while 1% of people have that plus amazing robot empires.


Both of these are kind of tame shock-level-zero visions. But they set the stage for whatever comes next. If we have genetically enhanced superchildren, or Hansonian em overlords, they’re going to inherit the same social structures that were on the scene when they got here. Whatever institutions we create to contain today’s disadvantaged will one day be used to contain us, when we’re disadvantaged in a much more fundamental way. I want those structures to be as autonomy-promoting as possible, for my own protection.


I grudgingly admit basic jobs would be an improvement over the status quo. But I’m really scared that it becomes so entrenched that we can never move on to anything better. Can anyone honestly look at the DC education system and say “Yeah, I’m glad we designed things that way”? Doesn’t matter; we’re never going to get rid of it; at this point complaining about it too much would send all the wrong tribal signals. Nothing short of a civil war is going to change it in any way beyond giving it more funding. I dread waking up in fifty years and finding the same is true of basic jobs.


This is what I mean by hijacking utopia. Basic income is a real shot at utopia. Basic jobs takes that energy and idealism, and redirects it to perpetuate some of the worst parts of the current system. It’s better than nothing. But not by much.


 EDIT: Sarris’ response, where he argues that I am comparing the most utopian formulation of basic income to a very practical ‘let’s get a few unemployed people back to work’ version of basic jobs.

 




















Bulls**t Jobs (Part 1 of ∞)

August 29, 2018


A surprisingly common part of my life: a patient asks me for a doctor’s note for back pain or something. Usually it’s a situation like their work chair hurts their back, and their work won’t let them bring in their own chair unless they have a doctor’s note saying they have back pain, and they have no doctor except me, and their insurance wants them to embark on a three month odyssey of phone calls and waiting lists for them to get one.


In favor of writing the note: It would take me all of five seconds. I completely believe my patients when they say their insurance is demanding the three month odyssey. Or sometimes they don’t have insurance and it would be a major financial burden for them to consult another doctor. Also, I’ve seen these other doctors and they have no objective test for back pain. 90% of the time they just have the patient stand in front of them, make whatever movement it is that hurts their back, ask the patient if it hurt their back, and when the patient says yes, the doctor says “That’s back pain all right, take some aspirin or ibuprofen or whatever”.


Against writing the note: I am a psychiatrist. I usually treat patients via telemedicine, which means that in many cases I have literally never seen their back. All I remember about back pain from medical school is that some people call it “lumbago”, a word that stuck in my head because it sounds like a cryptid or small African nation. I know even less about the ergonomics of chairs, or when people do vs. don’t require better ones. Any note I write about back pain and chair recommendations is going to be a total sham, bordering on medical fraud. I could demand my patient take time off work to come in for an examination, sometimes from several hours away, just so I can do the thing where they bend their back in front of me and tell me it hurts. But that’s kind of just passing the shamminess a little bit down the line in a way that seriously inconveniences them.


In other words: the request puts me in a position where I either have to lie, or have to refuse to give people help that they really need and that it would be trivial for me to provide. It’s one of my least favorite things, and I would appreciate any ethical advice the philosophers here have to give.


But my latest strategy is radical honesty. I write a note saying:



To whom it may concern:


I am a psychiatrist treating Mr. Smith. He tells me that he has chronic back pain (“lumbago”), and asks to be allowed to bring in his own chair to work.


Yours,


Dr. Alexander



It’s too soon to have a good sample size. But it seems to usually work. I think it works because there is nobody at Mr. Smith’s workplace – maybe nobody in the entire world – who’s really invested in preventing Mr. Smith from bringing a chair into work. Someone wrote up a procedure for employees using special chairs, so that they’re not the sort of cowboys who make decisions without procedures. Someone else feels like they have to enforce it, so that they’re not the sort of rebel who flouts procedures. But nobody cares.


I think a lot about David Graeber’s work on bulls**t jobs. In an efficient market, why would profit-focused companies employ a bunch of people who by their own admission aren’t doing anything valuable? I’ve been wondering about this for a long time, and I try to notice when something I’m doing is bulls**t. I guess this fits the bill. It seems to be an issue of people spending time and money to create and satisfy procedures that degenerate into rituals, so that they can look all procedural and responsible in front of – courts? regulators? bosses? investors? I’m not sure. But I do wonder how much of the economy is made of things like this.

 



















Considerations On Cost Disease

February 9, 2017


I

Tyler Cowen writes about cost disease. I’d previously heard the term used to refer only to a specific theory of why costs are increasing, involving labor becoming more efficient in some areas than others. Cowen seems to use it indiscriminately to refer to increasing costs in general – which I guess is fine, goodness knows we need a word for that.


Cowen assumes his readers already understand that cost disease exists. I don’t know if this is true. My impression is that most people still don’t know about cost disease, or don’t realize the extent of it. So I thought I would make the case for the cost disease in the sectors Tyler mentions – health care and education – plus a couple more.


First let’s look at primary education:
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There was some argument about the style of this graph, but as per Politifact the basic claim is true. Per student spending has increased about 2.5x in the past forty years even after adjusting for inflation.


At the same time, test scores have stayed relatively stagnant. You can see the full numbers here, but in short, high school students’ reading scores went from 285 in 1971 to 287 today – a difference of 0.7%.


There is some heterogenity across races – white students’ test scores increased 1.4% and minority students’ scores by about 20%. But it is hard to credit school spending for the minority students’ improvement, which occurred almost entirely during the period from 1975-1985. School spending has been on exactly the same trajectory before and after that time, and in white and minority areas, suggesting that there was something specific about that decade which improved minority (but not white) scores. Most likely this was the general improvement in minorities’ conditions around that time, giving them better nutrition and a more stable family life. It’s hard to construct a narrative where it was school spending that did it – and even if it did, note that the majority of the increase in school spending happened from 1985 on, and demonstrably helped neither whites nor minorities.


I discuss this phenomenon more here and here, but the summary is: no, it’s not just because of special ed; no, it’s not just a factor of how you measure test scores; no, there’s not a “ceiling effect”. Costs really did more-or-less double without any concomitant increase in measurable quality.


So, imagine you’re a poor person. White, minority, whatever. Which would you prefer? Sending your child to a 2016 school? Or sending your child to a 1975 school, and getting a check for $5,000 every year?


I’m proposing that choice because as far as I can tell that is the stakes here. 2016 schools have whatever tiny test score advantage they have over 1975 schools, and cost $5000/year more, inflation adjusted. That $5000 comes out of the pocket of somebody – either taxpayers, or other people who could be helped by government programs.


Second, college is even worse:
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Note this is not adjusted for inflation; see link below for adjusted figures

Inflation-adjusted cost of a university education was something like $2000/year in 1980. Now it’s closer to $20,000/year. No, it’s not because of decreased government funding, and there are similar trajectories for public and private schools.


I don’t know if there’s an equivalent of “test scores” measuring how well colleges perform, so just use your best judgment. Do you think that modern colleges provide $18,000/year greater value than colleges did in your parents’ day? Would you rather graduate from a modern college, or graduate from a college more like the one your parents went to, plus get a check for $72,000?


(or, more realistically, have $72,000 less in student loans to pay off)


Was your parents’ college even noticeably worse than yours? My parents sometimes talk about their college experience, and it seems to have had all the relevant features of a college experience. Clubs. Classes. Professors. Roommates. I might have gotten something extra for my $72,000, but it’s hard to see what it was.


Third, health care. The graph is starting to look disappointingly familiar:
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The cost of health care has about quintupled since 1970. It’s actually been rising since earlier than that, but I can’t find a good graph; it looks like it would have been about $1200 in today’s dollars in 1960, for an increase of about 800% in those fifty years.


This has had the expected effects. The average 1960 worker spent ten days’ worth of their yearly paycheck on health insurance; the average modern worker spends sixty days’ worth of it, a sixth of their entire earnings.


[image: ]
Or not.

This time I can’t say with 100% certainty that all this extra spending has been for nothing. Life expectancy has gone way up since 1960:
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Extra bonus conclusion: the Spanish flu was really bad

But a lot of people think that life expectancy depends on other things a lot more than healthcare spending. Sanitation, nutrition, quitting smoking, plus advances in health technology that don’t involve spending more money. ACE inhibitors (invented in 1975) are great and probably increased lifespan a lot, but they cost $20 for a year’s supply and replaced older drugs that cost about the same amount.


In terms of calculating how much lifespan gain healthcare spending has produced, we have a couple of options. Start with by country:
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Countries like South Korea and Israel have about the same life expectancy as the US but pay about 25% of what we do. Some people use this to prove the superiority of centralized government health systems, although Random Critical Analysis has an alternative perspective. In any case, it seems very possible to get the same improving life expectancies as the US without octupling health care spending.


The Netherlands increased their health budget by a lot around 2000, sparking a bunch of studies on whether that increased life expectancy or not. There’s a good meta-analysis here, which lists six studies trying to calculate how much of the change in life expectancy was due to the large increases in health spending during this period. There’s a broad range of estimates: 0.3%, 1.8%, 8.0%, 17.2%, 22.1%, 27.5% (I’m taking their numbers for men; the numbers for women are pretty similar). They also mention two studies that they did not officially include; one finding 0% effect and one finding 50% effect (I’m not sure why these studies weren’t included). They add:



In none of these studies is the issue of reverse causality addressed; sometimes it is not even mentioned. This implies that the effect of health care spending on mortality may be overestimated.



They say:



Based on our review of empirical studies, we conclude that it is likely that increased health care spending has contributed to the recent increase in life expectancy in the Netherlands. Applying the estimates form published studies to the observed increase in health care spending in the Netherlands between 2000 and 2010 [of 40%] would imply that 0.3% to almost 50% of the increase in life expectancy may have been caused by increasing health care spending. An important reason for the wide range in such estimates is that they all include methodological problems highlighted in this paper. However, this wide range inicates that the counterfactual study by Meerding et al, which argued that 50% of the increase in life expectancy in the Netherlands since the 1950s can be attributed to medical care, can probably be interpreted as an upper bound.



It’s going to be completely irresponsible to try to apply this to the increase in health spending in the US over the past 50 years, since this is probably different at every margin and the US is not the Netherlands and the 1950s are not the 2010s. But if we irresponsibly take their median estimate and apply it to the current question, we get that increasing health spending in the US has been worth about one extra year of life expectancy. This study attempts to directly estimate a  GDP corresponds to an increase of 0.05 years life expectancy. That would suggest a slightly different number of 0.65 years life expectancy gained by healthcare spending since 1960)


If these numbers seem absurdly low, remember all of those controlled experiments where giving people insurance doesn’t seem to make them much healthier in any meaningful way.


Or instead of slogging through the statistics, we can just ask the same question as before. Do you think the average poor or middle-class person would rather:


	 Get modern health care

	Get the same amount of health care as their parents’ generation, but with modern technology like ACE inhibitors, and also earn $8000 extra a year


Fourth, we see similar effects in infrastructure. The first New York City subway opened around 1900. Various sources list lengths from 10 to 20 miles and costs from $30 million to $60 million dollars – I think my sources are capturing it at different stages of construction with different numbers of extensions. In any case, it suggests costs of between $1.5 million to $6 million dollars/mile = $1-4 million per kilometer. That looks like it’s about the inflation-adjusted equivalent of $100 million/kilometer today, though I’m very uncertain about that estimate. In contrast, Vox notes that a new New York subway line being opened this year costs about $2.2 billion per kilometer, suggesting a cost increase of twenty times – although I’m very uncertain about this estimate.


Things become clearer when you compare them country-by-country. The same Vox article notes that Paris, Berlin, and Copenhagen subways cost about $250 million per kilometer, almost 90% less. Yet even those European subways are overpriced compared to Korea, where a kilometer of subway in Seoul costs $40 million/km (another Korean subway project cost $80 million/km). This is a difference of 50x between Seoul and New York for apparently comparable services. It suggests that the 1900s New York estimate above may have been roughly accurate if their efficiency was roughly in line with that of modern Europe and Korea.


Fifth, housing (source):
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Most of the important commentary on this graph has already been said, but I would add that optimistic takes like this one by the American Enterprise Institute are missing some of the dynamic. Yes, homes are bigger than they used to be, but part of that is zoning laws which make it easier to get big houses than small houses. There are a lot of people who would prefer to have a smaller house but don’t. When I first moved to Michigan, I lived alone in a three bedroom house because there were no good one-bedroom houses available near my workplace and all of the apartments were loud and crime-y.


Or, once again, just ask yourself: do you think most poor and middle class people would rather:


	Rent a modern house/apartment

	Rent the sort of house/apartment their parents had, for half the cost


II

So, to summarize: in the past fifty years, education costs have doubled, college costs have dectupled, health insurance costs have dectupled, subway costs have at least dectupled, and housing costs have increased by about fifty percent. US health care costs about four times as much as equivalent health care in other First World countries; US subways cost about eight times as much as equivalent subways in other First World countries.


I worry that people don’t appreciate how weird this is. I didn’t appreciate it for a long time. I guess I just figured that Grandpa used to talk about how back in his day movie tickets only cost a nickel; that was just the way of the world. But all of the numbers above are inflation-adjusted. These things have dectupled in cost even after you adjust for movies costing a nickel in Grandpa’s day. They have really, genuinely dectupled in cost, no economic trickery involved.


And this is especially strange because we expect that improving technology and globalization ought to cut costs. In 1983, the first mobile phone cost $4,000 – about $10,000 in today’s dollars. It was also a gigantic piece of crap. Today you can get a much better phone for $100. This is the right and proper way of the universe. It’s why we fund scientists, and pay businesspeople the big bucks.


But things like college and health care have still had their prices dectuple. Patients can now schedule their appointments online; doctors can send prescriptions through the fax, pharmacies can keep track of medication histories on centralized computer systems that interface with the cloud, nurses get automatic reminders when they’re giving two drugs with a potential interaction, insurance companies accept payment through credit cards – and all of this costs ten times as much as it did in the days of punch cards and secretaries who did calculations by hand.


It’s actually even worse than this, because we take so many opportunities to save money that were unavailable in past generations. Underpaid foreign nurses immigrate to America and work for a song. Doctors’ notes are sent to India overnight where they’re transcribed by sweatshop-style labor for pennies an hour. Medical equipment gets manufactured in goodness-only-knows which obscure Third World country. And it still costs ten times as much as when this was all made in the USA – and that back when minimum wages were proportionally higher than today.


And it’s actually even worse than this. A lot of these services have decreased in quality, presumably as an attempt to cut costs even further. Doctors used to make house calls; even when I was young in the ’80s my father would still go to the houses of difficult patients who were too sick to come to his office. This study notes that for women who give birth in the hospital, “the standard length of stay was 8 to 14 days in the 1950s but declined to less than 2 days in the mid-1990s”. The doctors I talk to say this isn’t because modern women are healthier, it’s because they kick them out as soon as it’s safe to free up beds for the next person. Historic records of hospital care generally describe leisurely convalescence periods and making sure somebody felt absolutely well before letting them go; this seems bizarre to anyone who has participated in a modern hospital, where the mantra is to kick people out as soon as they’re “stable” ie not in acute crisis.


If we had to provide the same quality of service as we did in 1960, and without the gains from modern technology and globalization, who even knows how many times more health care would cost? Fifty times more? A hundred times more?


And the same is true for colleges and houses and subways and so on.


III

The existing literature on cost disease focuses on the Baumol effect. Suppose in some underdeveloped economy, people can choose either to work in a factory or join an orchestra, and the salaries of factory workers and orchestra musicians reflect relative supply and demand and profit in those industries. Then the economy undergoes a technological revolution, and factories can produce ten times as many goods. Some of the increased productivity trickles down to factory workers, and they earn more money. Would-be musicians leave the orchestras behind to go work in the higher-paying factories, and the orchestras have to raise their prices if they want to be assured enough musicians. So tech improvements in the factory sectory raise prices in the orchestra sector.


We could tell a story like this to explain rising costs in education, health care, etc. If technology increases productivity for skilled laborers in other industries, then less susceptible industries might end up footing the bill since they have to pay their workers more.


There’s only one problem: health care and education aren’t paying their workers more; in fact, quite the opposite.


Here are teacher salaries over time ( source):
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Teacher salaries are relatively flat adjusting for inflation. But salaries for other jobs are increasing modestly relative to inflation. So teacher salaries relative to other occupations’ salaries are actually declining.


Here’s a similar graph for professors ( source):
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Professor salaries are going up a little, but again, they’re probably losing position relative to the average occupation. Also, note that although the average salary of each type of faculty is stable or increasing, the average salary of all faculty is going down. No mystery here – colleges are doing everything they can to switch from tenured professors to adjuncts, who complain of being overworked and abused while making about the same amount as a Starbucks barista.


This seems to me a lot like the case of the hospitals cutting care for new mothers. The price of the service dectuples, yet at the same time the service has to sacrifice quality in order to control costs.


And speaking of hospitals, here’s the graph for nurses ( source):
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Female nurses’ salaries went from about $55,000 in 1988 to $63,000 in 2013. This is probably around the average wage increase during that time. Also, some of this reflects changes in education: in the 1980s only 40% of nurses had a degree; by 2010, about 80% did.


And for doctors (source)
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Stable again! Except that a lot of doctors’ salaries now go to paying off their medical school debt, which has been ballooning like everything eles.


I don’t have a similar graph for subway workers, but come on. The overall pictures is that health care and education costs have managed to increase by ten times without a single cent of the gains going to teachers, doctors, or nurses. Indeed these professions seem to have lost ground salary-wise relative to others.


I also want to add some anecdote to these hard facts. My father is a doctor and my mother is a teacher, so I got to hear a lot about how these professions have changed over the past generation. It seems at least a little like the adjunct story, although without the clearly defined “professor vs. adjunct” dichotomy that makes it so easy to talk about. Doctors are really, really, really unhappy. When I went to medical school, some of my professors would tell me outright that they couldn’t believe anyone would still go into medicine with all of the new stresses and demands placed on doctors. This doesn’t seem to be limited to one medical school. Wall Street Journal: Why Doctors Are Sick Of Their Profession – “American physicians are increasingly unhappy with their once-vaunted profession, and that malaise is bad for their patients”. The Daily Beast: How Being A Doctor Became The Most Miserable Profession – “Being a doctor has become a miserable and humiliating undertaking. Indeed, many doctors feel that America has declared war on physicians”. Forbes: Why Are Doctors So Unhappy? – “Doctors have become like everyone else: insecure, discontent and scared about the future.” Vox: Only Six Percent Of Doctors Are Happy With Their Jobs. Al Jazeera America: Here’s Why Nine Out Of Ten Doctors Wouldn’t Recommend Medicine As A Profession. Read these articles and they all say the same thing that all the doctors I know say – medicine used to be a well-respected, enjoyable profession where you could give patients good care and feel self-actualized. Now it kind of sucks.


Meanwhile, I also see articles like this piece from NPR saying teachers are experiencing historic stress levels and up to 50% say their job “isn’t worth it”. Teacher job satisfaction is at historic lows. And the veteran teachers I know say the same thing as the veteran doctors I know – their jobs used to be enjoyable and make them feel like they were making a difference; now they feel overworked, unappreciated, and trapped in mountains of paperwork.


It might make sense for these fields to become more expensive if their employees’ salaries were increasing. And it might make sense for salaries to stay the same if employees instead benefitted from lower workloads and better working conditions. But neither of these are happening.


IV

So what’s going on? Why are costs increasing so dramatically? Some possible answers:


First, can we dismiss all of this as an illusion? Maybe adjusting for inflation is harder than I think. Inflation is an average, so some things have to have higher-than-average inflation; maybe it’s education, health care, etc. Or maybe my sources have the wrong statistics.


But I don’t think this is true. The last time I talked about this problem, someone mentioned they’re running a private school which does just as well as public schools but costs only $3000/student/year, a fourth of the usual rate. Marginal Revolution notes that India has a private health system that delivers the same quality of care as its public system for a quarter of the cost. Whenever the same drug is provided by the official US health system and some kind of grey market supplement sort of thing, the grey market supplement costs between a fifth and a tenth as much; for example, Google’s first hit for Deplin®, official prescription L-methylfolate, costs $175 for a month’s supply ; unregulated L-methylfolate supplement delivers the same dose for about $30. And this isn’t even mentioning things like the $1 bag of saline that costs $700 at hospitals. Since it seems like it’s not too hard to do things for a fraction of what we currently do things for, probably we should be less reluctant to believe that the cost of everything is really inflated.


Second, might markets just not work? I know this is kind of an extreme question to ask in a post on economics, but maybe nobody knows what they’re doing in a lot of these fields and people can just increase costs and not suffer any decreased demand because of it. Suppose that people proved beyond a shadow of a doubt that Khan Academy could teach you just as much as a normal college education, but for free. People would still ask questions like – will employers accept my Khan Academy degree? Will it look good on a resume? Will people make fun of me for it? The same is true of community colleges, second-tier colleges, for-profit colleges, et cetera. I got offered a free scholarship to a mediocre state college, and I turned it down on the grounds that I knew nothing about anything and maybe years from now I would be locked out of some sort of Exciting Opportunity because my college wasn’t prestigious enough. Assuming everyone thinks like this, can colleges just charge whatever they want?


Likewise, my workplace offered me three different health insurance plans, and I chose the middle-expensiveness one, on the grounds that I had no idea how health insurance worked but maybe if I bought the cheap one I’d get sick and regret my choice, and maybe if I bought the expensive one I wouldn’t be sick and regret my choice. I am a doctor, my employer is a hospital, and the health insurance was for treatment in my own health system. The moral of the story is that I am an idiot. The second moral of the story is that people probably are not super-informed health care consumers.


This can’t be pure price-gouging, since corporate profits haven’t increased nearly enough to be where all the money is going. But a while ago a commenter linked me to the Delta Cost Project, which scrutinizes the exact causes of increasing college tuition. Some of it is the administrative bloat that you would expect. But a lot of it is fun “student life” types of activities like clubs, festivals, and paying Milo Yiannopoulos to speak and then cleaning up after the ensuing riots. These sorts of things improve the student experience, but I’m not sure that the average student would rather go to an expensive college with clubs/festivals/Milo than a cheap college without them. More important, it doesn’t really seem like the average student is offered this choice.


This kind of suggests a picture where colleges expect people will pay whatever price they set, so they set a very high price and then use the money for cool things and increasing their own prestige. Or maybe clubs/festivals/Milo become such a signal of prestige that students avoid colleges that don’t comply since they worry their degrees won’t be respected? Some people have pointed out that hospitals have switched from many-people-all-in-a-big-ward to private rooms. Once again, nobody seems to have been offered the choice between expensive hospitals with private rooms versus cheap hospitals with roommates. It’s almost as if industries have their own reasons for switching to more-bells-and-whistles services that people don’t necessarily want, and consumers just go along with it because for some reason they’re not exercising choice the same as they would in other markets.


(this article on the Oklahoma City Surgery Center might be about a partial corrective for this kind of thing)


Third, can we attribute this to the inefficiency of government relative to private industry? I don’t think so. The government handles most primary education and subways, and has its hand in health care. But we know that for-profit hospitals aren’t much cheaper than government hospitals, and that private schools usually aren’t much cheaper (and are sometimes more expensive) than government schools. And private colleges cost more than government-funded ones.


Fourth, can we attribute it to indirect government intervention through regulation, which public and private companies alike must deal with? This seems to be at least part of the story in health care, given how much money you can save by grey-market practices that avoid the FDA. It’s harder to apply it to colleges, though some people have pointed out regulations like Title IX that affect the educational sector.


One factor that seems to speak out against this is that starting with Reagan in 1980, and picking up steam with Gingrich in 1994, we got an increasing presence of Republicans in government who declared war on overregulation – but the cost disease proceeded unabated. This is suspicious, but in fairness to the Republicans, they did sort of fail miserably at deregulating things. “The literal number of pages in the regulatory code” is kind of a blunt instrument, but it doesn’t exactly inspire confidence in the Republicans’ deregulation efforts:
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Here’s a more interesting (and more fun) argument against regulations being to blame: what about pet health care? Veterinary care is much less regulated than human health care, yet its cost is rising as fast (or faster) than that of the human medical system ( popular article, study). I’m not sure what to make of this.


Fifth, might the increased regulatory complexity happen not through literal regulations, but through fear of lawsuits? That is, might institutions add extra layers of administration and expense not because they’re forced to, but because they fear being sued if they don’t and then something goes wrong?


I see this all the time in medicine. A patient goes to the hospital with a heart attack. While he’s recovering, he tells his doctor that he’s really upset about all of this. Any normal person would say “You had a heart attack, of course you’re upset, get over it.” But if his doctor says this, and then a year later he commits suicide for some unrelated reason, his family can sue the doctor for “not picking up the warning signs” and win several million dollars. So now the doctor consults a psychiatrist, who does an hour-long evaluation, charges the insurance company $500, and determines using her immense clinical expertise that the patient is upset because he just had a heart attack.


Those outside the field have no idea how much of medicine is built on this principle. People often say that the importance of lawsuits to medical cost increases is overrated because malpractice insurance doesn’t cost that much, but the situation above would never look lawsuit-related; the whole thing only works because everyone involved documents it as well-justified psychiatric consult to investigate depression. Apparently some studies suggest this isn’t happening, but all they do is survey doctors, and with all due respect all the doctors I know say the opposite.


This has nothing to do with government regulations (except insofar as these make lawsuits easier or harder), but it sure can drive cost increases, and it might apply to fields outside medicine as well.


Sixth, might we have changed our level of risk tolerance? That is, might increased caution be due not purely to lawsuitphobia, but to really caring more about whether or not people are protected? I read stuff every so often about how playgrounds are becoming obsolete because nobody wants to let kids run around unsupervised on something with sharp edges. Suppose that one in 10,000 kids get a horrible playground-related injury. Is it worth making playgrounds cost twice as much and be half as fun in order to decrease that number to one in 100,000? This isn’t a rhetorical question; I think different people can have legitimately different opinions here (though there are probably some utilitarian things we can do to improve them).


To bring back the lawsuit point, some of this probably relates to a difference between personal versus institutional risk tolerance. Every so often, an elderly person getting up to walk to the bathroom will fall and break their hip. This is a fact of life, and elderly people deal with it every day. Most elderly people I know don’t spend thousands of dollars fall-proofing the route from their bed to their bathroom, or hiring people to watch them at every moment to make sure they don’t fall, or buy a bedside commode to make bathroom-related falls impossible. This suggests a revealed preference that elderly people are willing to tolerate a certain fall probability in order to save money and convenience. Hospitals, which face huge lawsuits if any elderly person falls on the premises, are not willing to tolerate that probability. They put rails on elderly people’s beds, place alarms on them that will go off if the elderly person tries to leave the bed without permission, and hire patient care assistants who among other things go around carefully holding elderly people upright as they walk to the bathroom (I assume this job will soon require at least a master’s degree). As more things become institutionalized and the level of acceptable institutional risk tolerance becomes lower, this could shift the cost-risk tradeoff even if there isn’t a population-level trend towards more risk-aversion.


Seventh, might things cost more for the people who pay because so many people don’t pay? This is somewhat true of colleges, where an increasing number of people are getting in on scholarships funded by the tuition of non-scholarship students. I haven’t been able to find great statistics on this, but one argument against: couldn’t a college just not fund scholarships, and offer much lower prices to its paying students? I get that scholarships are good and altruistic, but it would be surprising if every single college thought of its role as an altruistic institution, and cared about it more than they cared about providing the same service at a better price. I guess this is related to my confusion about why more people don’t open up colleges. Maybe this is the “smart people are rightly too scared and confused to go to for-profit colleges, and there’s not enough ability to discriminate between the good and the bad ones to make it worthwhile to found a good one” thing again.


This also applies in health care. Our hospital (and every other hospital in the country) has some “frequent flier” patients who overdose on meth at least once a week. They comes in, get treated for their meth overdose (we can’t legally turn away emergency cases), get advised to get help for their meth addiction (without the slightest expectation that they will take our advice) and then get discharged. Most of them are poor and have no insurance, but each admission costs a couple of thousand dollars. The cost gets paid by a combination of taxpayers and other hospital patients with good insurance who get big markups on their own bills.


Eighth, might total compensation be increasing even though wages aren’t? There definitely seems to be a pensions crisis, especially in a lot of government work, and it’s possible that some of this is going to pay the pensions of teachers, etc. My understanding is that in general pensions aren’t really increasing much faster than wages, but this might not be true in those specific industries. Also, this might pass the buck to the question of why we need to spend more on pensions now than in the past. I don’t think increasing life expectancy explains all of this, but I might be wrong.


IV

I mentioned politics briefly above, but they probably deserve more space here. Libertarian-minded people keep talking about how there’s too much red tape and the economy is being throttled. And less libertarian-minded people keep interpreting it as not caring about the poor, or not understanding that government has an important role in a civilized society, or as a “dog whistle” for racism, or whatever. I don’t know why more people don’t just come out and say “LOOK, REALLY OUR MAIN PROBLEM IS THAT ALL THE MOST IMPORTANT THINGS COST TEN TIMES AS MUCH AS THEY USED TO FOR NO REASON, PLUS THEY SEEM TO BE GOING DOWN IN QUALITY, AND NOBODY KNOWS WHY, AND WE’RE MOSTLY JUST DESPERATELY FLAILING AROUND LOOKING FOR SOLUTIONS HERE.” State that clearly, and a lot of political debates take on a different light.


For example: some people promote free universal college education, remembering a time when it was easy for middle class people to afford college if they wanted it. Other people oppose the policy, remembering a time when people didn’t depend on government handouts. Both are true! My uncle paid for his tuition at a really good college just by working a pretty easy summer job – not so hard when college cost a tenth of what it did now. The modern conflict between opponents and proponents of free college education is over how to distribute our losses. In the old days, we could combine low taxes with widely available education. Now we can’t, and we have to argue about which value to sacrifice.


Or: some people get upset about teachers’ unions, saying they must be sucking the “dynamism” out of education because of increasing costs. Others people fiercely defend them, saying teachers are underpaid and overworked. Once again, in the context of cost disease, both are obviously true. The taxpayers are just trying to protect their right to get education as cheaply as they used to. The teachers are trying to protect their right to make as much money as they used to. The conflict between the taxpayers and the teachers’ unions is about how to distribute losses; somebody is going to have to be worse off than they were a generation ago, so who should it be?


And the same is true to greater or lesser degrees in the various debates over health care, public housing, et cetera.


Imagine if tomorrow, the price of water dectupled. Suddenly people have to choose between drinking and washing dishes. Activists argue that taking a shower is a basic human right, and grumpy talk show hosts point out that in their day, parents taught their children not to waste water. A coalition promotes laws ensuring government-subsidized free water for poor families; a Fox News investigative report shows that some people receiving water on the government dime are taking long luxurious showers. Everyone gets really angry and there’s lots of talk about basic compassion and personal responsibility and whatever but all of this is secondary to why does water costs ten times what it used to? I think this is the basic intuition behind so many people, even those who genuinely want to help the poor, are afraid of “tax and spend” policies. In the context of cost disease, these look like industries constantly doubling, tripling, or dectupling their price, and the government saying “Okay, fine,” and increasing taxes however much it costs to pay for whatever they’re demanding now.


If we give everyone free college education, that solves a big social problem. It also locks in a price which is ten times too high for no reason. This isn’t fair to the government, which has to pay ten times more than it should. It’s not fair to the poor people, who have to face the stigma of accepting handouts for something they could easily have afforded themselves if it was at its proper price. And it’s not fair to future generations if colleges take this opportunity to increase the cost by twenty times, and then our children have to subsidize that.


I’m not sure how many people currently opposed to paying for free health care, or free college, or whatever, would be happy to pay for health care that cost less, that was less wasteful and more efficient, and whose price we expected to go down rather than up with every passing year. I expect it would be a lot.


And if it isn’t, who cares? The people who want to help the poor have enough political capital to spend eg $500 billion on Medicaid; if that were to go ten times further, then everyone could get the health care they need without any more political action needed. If some government program found a way to give poor people good health insurance for a few hundred dollars a year, college tuition for about a thousand, and housing for only two-thirds what it costs now, that would be the greatest anti-poverty advance in history. That program is called “having things be as efficient as they were a few decades ago”.


V

In 1930, economist John Maynard Keynes predicted that his grandchildrens’ generation would have a 15 hour work week. At the time, it made sense. GDP was rising so quickly that anyone who could draw a line on a graph could tell that our generation would be four or five times richer than his. And the average middle-class person in his generation felt like they were doing pretty well and had most of what they needed. Why wouldn’t they decide to take some time off and settle for a lifestyle merely twice as luxurious as Keynes’ own?


Keynes was sort of right. GDP per capita is 4-5x greater today than in his time. Yet we still work forty hour weeks, and some large-but-inconsistently-reported percent of Americans ( 76 ? 55? 47?) still live paycheck to paycheck.


And yes, part of this is because inequality is increasing and most of the gains are going to the rich. But this alone wouldn’t be a disaster; we’d get to Keynes’ utopia a little slower than we might otherwise, but eventually we’d get there. Most gains going to the rich means at least some gains are going to the poor. And at least there’s a lot of mainstream awareness of the problem.


I’m more worried about the part where the cost of basic human needs goes up faster than wages do. Even if you’re making twice as much money, if your health care and education and so on cost ten times as much, you’re going to start falling behind. Right now the standard of living isn’t just stagnant, it’s at risk of declining, and a lot of that is student loans and health insurance costs and so on.


What’s happening? I don’t know and I find it really scary.

 



















What Happened To ’90s Environmentalism?

January 1, 2019
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0. Introduction

I grew up in the 90s, which meant watching movies about plucky children fighting Pollution Demons. Sometimes teachers would show them to us in class. None of us found that strange. We knew that when we grew up, this would be our fight: to take on the loggers and whalers and seal-clubbers who were destroying our planet and save the Earth for the next generation.


What happened to that? I don’t mean the Pollution Demons: they’re still around, I think one of them runs Trump’s EPA now. What happened to everything else? To those teachers, those movies, that whole worldview?


Save The Whales. Save The Rainforest. Save Endangered Species. Save The Earth. Stop Slash-And-Burn. Stop Acid Rain. Earth Day Every Day. Reduce, Reuse, Recycle. Twenty-five years ago, each of those would invoke a whole acrimonious debate; to some, a battle-cry; to others, a sign of a dangerous fanaticism that would destroy the economy. Today they sound about as relevant as “Fifty-four forty or fight” and “Remember the Maine”. Old slogans, emptied of their punch and fit only for bloodless historical study.


If you went back in time, turned off our Pollution Demon movie, and asked us to predict what would come of the environment twenty-five years, later, in 2018, I think we would imagine one of two scenarios. In the first, the world had become a renewable ecotopia where every child was taught to live in harmony with nature. In the second, we had failed in our struggle, the skies were grey, the rivers were brown, wild animals were a distant memory – but at least a few plucky children would still be telling us it wasn’t too late, that we could start the tough job of cleaning up after ourselves and changing paths to that other option.


The idea that things wouldn’t really change – that the environment would neither move noticeably forward or noticeably backwards – but that everyone would stop talking about environmentalism – that you could go years without hearing the words “endangered species” – that nobody would even know whether the rainforests were expanding or contracting – wouldn’t even be on the radar. It would sound like some kind of weird bizarro-world.


Just to prove I’m not imagining all this:
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This is the volume of Google searches for “rainforests” over time. It goes up each year when school starts, and crashes again for summer vacation. But on average, there are only about 18% as many rainforest-related searches today as in 2004.
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“Endangered species”, 25%
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“Pollution”, 43%


And these are just since Google started tracking searches in 2004. The decline of 90s environmentalism must be even bigger.


So what happened? Every so often you’ll hear someone mutter darkly “You never hear about the ozone hole these days, guess that was a big nothingburger.” This summons a horde of environmentalists competing to point out that you never hear about the ozone hole these days because environmentalists successfully fixed it. There was a big conference in 1989 where all the nations of the world met together and agreed to stop using ozone-destroying chlorofluorocarbons, and the ozone hole is recovering according to schedule. When people use the ozone hole as an argument against alarmism, environmentalism is a victim of its own success.


So what about these other issues that have since fizzled out? Did environmentalists solve them? Did they never exist in the first place? Or are they still as bad as ever, and we’ve just stopped caring?


1. Air And Water Pollution

Have you seen what Chinese cities look like on a smoggy day? Trick question: neither have the Chinese. The US used to be like that. I grew up near Los Angeles during the 1990s. My mother tells the story of a time when I was very young and my grandparents came to visit from the Midwest. “It reminds us of home,” they said, “it’s so flat.” “We’re surrounded by mountains”, my mother told them. We were. You couldn’t see any of them.


Environmentalists crusaded against this. Here are the results:
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A lot of the credit goes to the Clean Air Act, passed in 1963 and tightened in 1990. Along with its more visible (pun intended) effects, scientists suspect it has prevented about 200,000 deaths from lung disease and a host of other cases of asthma, bronchitis, and even heart attacks.


It’s hard to find great data on water because there are so many different kinds of water and so many different ways it can be polluted. But just to choose a random very bad thing, here’s mercury levels in Great Lakes fish:
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I don’t know of anyone claiming this is anything other than a response to stricter environmental laws.


As a result of these victories, people are no longer as concerned about air and water pollution. From Gallup:
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This seems like a clear case of good work.


 Verdict: Environmental movement successfully solved this problem.


2. Acid Rain

Acid rain is a combination of rain and pollution which gets very acidic and destroys plants and structures. It was a staple of very early 90s environmentalism, and understandably so: the prospect of acid falling from the sky and dissolving everything is very attention-grabbing. I remember the discourse focusing on statues; George Washington’s marble face slowly melting under sizzling raindrops makes a heck of an image.


I am not the first person to notice that Washington’s face remains mercifully unmelted. In 2009, Slate asked Whatever Happened To Acid Rain?. EPA Blog, 2010: Whatever Happened To Acid Rain? . 2012, Mental Floss: What Ever Happened To Acid Rain? By 2018 the Internet had advanced, so here’s the Whatever Happened To Acid Rain Podcast. Even the Encyclopedia Britannica, itself a good candidate for a “Whatever Happened To…” piece, has a What Happened To Acid Rain article.


Most of these sources say environmentalists solved acid rain by cutting down on emission of sulfur dioxide, the main offending chemical. A Bush I era cap-and-trade policy gets a lot of the credit in the US, but it looks like it was a broader effort than that:
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There’s less clear data on rain acidity, but all my sources agree it has modestly declined in the US, thought it is still “between 2.5 and eight times more acidic than it should be”. Lakes and rivers are slowly recovering. On the other hand, in newly-industrializing countries like China and India, rain is becoming more acidic and they’re going through some of the same issues we were in the 80s.


This picture is slightly complicated by some people who claim acid rain was always exaggerated and “we solved it” is a convenient retreat from acknowledging this (for what it’s worth, these people tend to be global warming skeptics too). Most of them point to the 1990 National Acid Precipitation Assessment Program, a giant government investigation into the acid rain problem. I found a 1990 New York Times article on the report here:



A comprehensive Federal report that was supposed to resolve the issue of how much damage is caused to forests by acid rain has come under criticism from some distinguished scientists who are reviewing it.


The critics said that the report gave an incorrect impression that air pollution was not causing any large-scale problems for forest ecosystems. They also said that the report, still in draft form, ignored a number of studies suggesting serious air pollution problems.


But other experts contend that the general conclusion of the report is essentially right. The report concluded that with the exception of damage to red spruce at high elevations in the East, forests in the United States are not suffering serious damage from acid rain […]


The report now being reviewed is the final draft, completed at a cost of nearly $500 million. It examines the effects of other pollutants, like ozone, as well as acid deposits, and it concludes that air pollution causes far less environmental damage than has been feared.


An interim report issued by the study group in 1987, before Dr. Mahoney became director, was sharply criticized by many scientists. They contended that it tailored research findings into conclusions that matched the political goals of the Reagan Administration, which opposed new controls on air pollution. No such criticism has been leveled at the 28-volume final draft, which has been generally praised as a sound scientific document.


There is, however, some unhappiness among scientists with the volume dealing with forest health and productivity in the United States and Canada.


Dr. Ellis B. Cowling, associate for research at North Carolina State University’s College of Forest Resources, said in a telephone interview: ”The tone is that we don’t have a problem except in southern California, and with red spruce at high altitudes. That is not a fair statement of the state of scientific knowledge.” He added, ”Perhaps the authors were a bit too hasty in reaching conclusions.”


Dr. Cowling, who is highly regarded by colleagues as a conservative, solid scientist, wrote a memorandum to the authors of the forest health volume. He offered a series of suggestions for changing the wording of conclusions in ways that he said would reflect the state of science more accurately.


The first of those would change a finding that stated, ”The vast majority of forests in the United States and Canada are not affected by decline.” To be more consistent with the data, Dr. Cowling said, the conclusion should read: ”Most forests in the United States do not show unusual visible symptoms of stress, marked decreases in the rate of growth or significant increases in mortality.”


Just because symptoms of forest decline are not currently visible, Dr. Cowling argued, does not rule out the possibility that they are under way.



This article also provides a summary of contemporaneous responses to NAPAP, which quotes study director James Mahoney’s summary of his own report: “The sky is not falling, but there is a problem that needs addressing.”


I cannot find anyone really challenging the NAPAP report nowadays, so I provisionally accept that the damage from acid rain, while real, was exaggerated at the time.


There’s a related debate about how much the lakes and streams affected have recovered. Some lakes and streams are naturally acidic; there is some debate over what percent of lake/stream acidity is natural vs. acid-rain-related. In recent years this debate has focused on whether lakes/streams have recovered after the SO2 decline; if they haven’t, this might suggest their problems were never human-activity-related in the first place.


Global warming skeptic blog Watt’s Up With That claims they haven’t:



Possibly the greatest evidence against harmful effects of acid rain is the fact that acidic lakes have not “recovered” after most sulfur and nitrogen pollution was removed from the atmosphere. The 2011 NAPAP report to Congress stated that SO2 and NO2 emissions were down, that airborne concentrations were down, and that acid deposition from rainfall was down, but could not report that lake acidity was significantly reduced. The report states, “Scientists have observed delays in ecosystem recovery in the eastern United States despite decreases in emissions and deposition over the last 30 years.” In other words, the pollution was mostly eliminated, but the lakes are still acidic.



You can find the report here. Like all long government reports, the details are ten zillion different trends in different directions that don’t form a cohesive narrative, and the executive summary is “things are good in all the ways that suggest we deserve more money, but bad in all the ways that suggest we need more money”, It is complicated enough that you shouldn’t trust my excerpting, but at least to me the relevant excerpts seem to be:



Levels of acid neutralizing capacity (ANC), an indicator of the ability of a waterbody to neutralize acid deposition, have shown improvement from 1990 to 2008 at many lake and stream long-term monitoring sites in the eastern United States, including New England and the Adirondack Mountains. Many lakes and streams still have acidic conditions harmful to their biota even though the increases in ANC indicate that some recovery from acidification is occurring in sensitive aquatic ecosystems



And:



Despite the environmental improvements reported here, research over the past few years indicates that recovery from the effects of acidification is not likely for many sensitive areas without additional decreases in acid deposition. Many published articles, as well as the modeling presented in this report, show that the SO2 and NOx emission reductions achieved under Title IV from power plants are not recognized as insufficient to achieve full recovery or to prevent further acidification in some regions.



So Watts seems to be mostly wrong when they say lakes are not recovering, but mostly right when they say ecosystems are not recovering. But NAPAP has some explanations for why ecosystems are not recovering: first, if you poison a lake and kill everything, then even if you remove the poison later everything is still dead. Second, there are complicated natural cycles that gradually wash old deposited land-based pollution into lakes, and it will be a long time before all the pollution deposited on land gets fully washed away. Third, maybe we haven’t fought acid rain hard enough.


I think a lot of the epistemic work here is going to get done by people’s respective stereotypes about the trustworthiness of global warming denialists vs. big government agencies whose budget depends on there being a problem. But my impression is that Watts’ claim that poor recovery suggests acid rain was never a problem don’t hold up very well.


In any case, it’s undeniable that rain has become a lot less acid lately, and likely that this has at least modest positive effects on some ecosystems as well as on the built environment. Anti-Confederate protesters have replaced acid rain as the number one threat to our statues. Our precious, precious statues. Someday they will be safe.


 Verdict: A little of everything: partly solved, partly alarmism, partly still going on.


3. The Rainforests

Maybe the most typical image of 90s environmentalism is men in bulldozers clear-cutting a rainforest, while tapirs and tree sloths gently weep.


Or maybe it was the declining-rainforest-coverage-over-time-maps. I feel like about one in every three posters I saw as a child looked something like this:
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This is a fake example. Please stop asking me where I am getting the data from.

I thought surely nothing could be easier than digging up a few of them and seeing whether their 2020 predictions were right. But I can’t find them anywhere. According to the Internet, there is no such thing as 90s-era maps showing declining rainforest coverage over time. Can anyone else locate these?


Anyway:
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Here’s a graph of the size of the Amazon over time (source, note that the y-axis is not at zero). At 90s levels of deforestation, the Amazon would have disappeared in about 200 years. At current levels, it will disappear in about 400 years.
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Here’s the Congo (somewhat dubious source, same caveat). At the rates shown here it will be gone in 250 years – but it seems to have slowed after the period on the graph.
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And here’s Southeast Asia ( source, same caveat). At this rate, the southeast Asian forest will be gone in 150 years, though some new papers are suggesting we may be underestimating the deforestation rate.


Overall it looks like deforestation may have decreased modestly in the Amazon (and possibly the Congo) since the 1990s. It has not decreased significantly in Southeast Asia, and whatever decreases have happened are not relevant to the scale of the problem.


The only good news is that all those “rainforests will be gone by 2050” posters were just wrong; there is more rainforest than that. But not that much more.


 Verdict: The problem still exists, and we are just ignoring it now.


4. Endangered Species

So just find how many species go extinct each year, and whether it’s a lot or a little, and then we’ll know what’s going on with this, right? Ha ha, as if.


On the one hand, the UN Environment Programme says that “150-200 species of plant, insect, bird and mammal become extinct every 24 hours.”


On the other, nobody can name more than a single-digit number of species that go extinct in any given year. The 2017 list includes five: a bat, a cat, a flatworm, a lizard, and a snail. This matches longer-term surveys: Ceballos et al (2018) find that about 477 vertebrate species have gone extinct since 1900 – again, about five per year. And a recent survey found only four to eight bird species had disappeared since the turn of the century.


I have no idea where the 150-200 number per day comes from, and neither does anyone else. The closest I can find to a justification is this WWF page, which reminds us that if there are 100 million animals species, and “the extinction rate is just 0.01% per year”, then at least 10,000 species go extinct every year (=200-300/day) – but all of these numbers are completely made up.


One could try to justify these estimates with something like “assume only one in a thousand species has been discovered and is monitored well enough to detect its extinction, so if we detect five extinctions per year then five thousand must be happening” – but I’ve never heard anyone actually say this. Also, with apologies to all the undiscovered species, if they’re so tiny and uncommon as to never get discovered, it doesn’t seem like their extinction is going to change very much.


Five known species going extinct per year may sound like a lot if you’re thinking it’s something like “rhinos, pandas, whales, spotted owls, and leopards”. But realistically there are 385 species of shrews. We could spend our entire yearly extinction budget on shrews for the next sixty years and still have more than enough kinds of shrews left to satisfy basically anybody.


I’m trying to think what the best counterargument to this would be – the best case that we really do need to consider species extinction a dire concern.


Maybe this is too vertebrate-centric, and there are lots of insects and plants and such going extinct all the time? But this List Of Recently Extinct Insects suggests that of about 6000 known insect species, only 50-100 have gone extinct in the past century. And one of those was this giant earwig which I really think the world is better without.


Or maybe we can’t directly predict the future from the past. Imagine 1000 square miles of rainforest with a homogenous distribution of species. Clear-cut 50% of the rainforest, and no extinctions. Clear-cut 90% of the rainforest, still no extinctions. Clear-cut 99%, maybe a few extinctions if you’re unlucky. Then clear-cut the last remaining 1% and everything dies. It seems like something like that might be happening – see for example this report that global animal populations have declined 58% over the past forty years.


But any concept of endangered species that focuses on “many well-known species will be gone soon” doesn’t seem consistent with the evidence.


 Verdict: Partly alarmism, partly still going on.


5. More And More Trash Piling Up Until The Whole World Is Just A Giant Mountain Of Trash

Wait, what? Was this really a concern? Did I really spend my primary school years being told that if I didn’t vigilantly recycle everything, one day I would be submerged beneath a sea of trash, breathing by means of a trash snorkel? Am I hallucinating all of this?


As usual, it turns out to be the Mafia’s fault. In the 1980s, mob boss Salvatore Avellino took over New York City’s landfill industry, and in a shocking development which nobody could have predicted, was corrupt. New York City soon ran out of landfill space. Somehow all of its excess trash ended up on a barge called the MOBRO-4000, because the Eighties, and this barge apparently sailed up and down the east coast of North America searching for a place to deposit its trash. In its many exciting adventures it reached the coast of Belize, got involved in a confrontation with the Mexican Navy, and finally went back to New York, where at some point landfill space was found and the crisis was over.


But a giant boat full of trash made a really memorable image, and it got nationwide news coverage, and environmentalists took advantage of this to tell everyone there was no more landfill space anywhere in the world and we all had to recycle right now. According to Wikipedia:



At the time, the Mobro 4000 incident was widely cited by environmentalists and the media as emblematic of the solid-waste disposal crisis in the United States due to a shortage of landfill space: almost 3,000 municipal landfills had closed between 1982 and 1987. It triggered much national public discussion about waste disposal, and may have been a factor in increased recycling rates in the late 1980s and after. It was this that caused it to be included in an episode of Penn & Teller: Bullshit! (season 2, episode 5) in which they debunk many recycling myths.



I’m even absolutely right in remembering primary school lessons centered around garbage covering the Earth and killing everybody. Here’s a New York Times article from 1996 – ie after the crisis had a little bit of time to fade – lightly mocking the new curricula that followed in its wake:



After the litter hunt in Ms. Aponte’s science classroom, it was time for a guest lecturer on garbage. A fifth-grade class was brought in to hear Joanne Dittersdorf, the director of environmental education for the Environmental Action Coalition, a nonprofit group based in New York. Her slide show began with a 19th-century photograph of a street in New York strewn with garbage.


“Why can’t we keep throwing out garbage that way?” Dittersdorf asked.


“It’ll keep piling up and we won’t have any place to put it.”


“The earth would be called the Trash Can.”


“The garbage will soon, like, take over the whole world and, like, kill everybody.”


Dittersdorf asked the children to examine their lives. “Does anyone here ever have takeout food?” A few students confessed, and Dittersdorf gently scolded them. “A lot of garbage there.”


She showed a slide illustrating New Yorkers’ total annual production of garbage: a pile big enough to fill 15 city blocks to a height of 20 stories. ‘There are a lot of landfills in New York City,” Dittersdorf said, “but we’ve run out of space.”



From the same beginning-of-the-backlash period we also get this 1995 Foundation for Economic Education piece, Are We Burying Ourselves In Garbage?:



A popular idea in public discourse today is that the United States produces an overwhelming amount of trash–so much that our landfills will not be able to handle the quantity. The most eloquent symbol of this viewpoint was the “garbage barge,” which in the late 1980s left Long Island and could not find a port or country willing to accept its 3.168 tons of refuse. [But] the actual data (such as they are) on the amount of municipal solid waste produced present us with more questions than answers.



This article also deserves note for hitting on a brilliant solution:



The crisis mentality has distorted judgment of waste disposal. The notion that modern America is especially wasteful is demonstrably wrong, both in terms of the last decades as well as the last 100 years. The idea that our landfills are literally “running out” is even less credible. If in the next century major portions of the United States really need to export their refuse to other states, a “gold mine” for refuse burial does exist: South Dakota. This state is geologically, economically, and politically almost ideal for massive municipal solid waste management.



None of this is a joke. This is how your parents did Discourse, people.


But it turns out capitalism works: if there’s a shortage of landfills, that incentivizes people to create new landfills. Also, the world is very large and it is hard to cover a significant portion of it in trash. There was a brief blip as cities figured out how to pay for more waste disposal, and then nobody ever worried about the problem again. Recycling remained inefficient and of dubious benefit, and never really caught on.


There is still an international problem as Third World countries struggle with infrastructure issues around trash disposal. You still see occasional articles like Huffington Post’s People Are Living In Landfills As The World Drowns In Its Own Trash, from earlier this year. But I think in general nobody in the First World still considers this a major problem.


Well, almost nobody:



The earth, our home, is beginning to look more and more like an immense pile of filth.


— Pope Francis (@Pontifex), June 18, 2015



 Verdict: Alarmist. So, so, alarmist.


6. Peak Resource

Is the earth’s ballooning human population using up resources at an unsustainable rate?


Technically the answer must be “yes”, since by definition nonrenewable resources have to run out at some point. But when? Long after we have escaped to space and gotten access to shiny new resources? Or soon enough that we have to worry about it?


A big part of 90s environmentalism involved worrying that it was the latter. A particular concern was “peak oil”, the point at which we had exhausted so much of the world’s oil that production rates declined every year thereafter and oil started becoming gradually rarer and more expensive. Wikipedia has a helpful table of people’s peak oil predictions. I’ve highlighted the ones that have already passed in red.
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Almost everyone working before 2000 thought we would have reached peak oil by now. But here’s world oil production over time:
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And the price of oil:
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What happened? People discovered fracking and other paradigm-shifting techniques to extract oil from shale, which opened up vast new previously-inaccessible oil fields. The peak oil predictors might call this unfair – they calculated correctly given the technology they knew about – but the whole argument of the people who say we don’t have to worry about peak resource (sometimes called “cornucopians”) is that technology will advance fast enough to satisfy our resource needs. In this case they were right.


What about non-oil resources?


In 1980, leading environmental scientist and peak-resource proponent Paul Ehrlich made a bet with cornucopian economist Julian Simon about how resource prices would change over the next decade. The Simon-Ehrlich Wager has become a famous example of futurology done right – two people with different theories implying different predictions coming together, agreeing on exactly what each of their theories implied, and then publicly committing to put them to the test. According to Reb Wiki:



Simon challenged Ehrlich to choose any raw material he wanted and a date more than a year away, and he would wager on the inflation-adjusted prices decreasing as opposed to increasing. Ehrlich chose copper, chromium, nickel, tin, and tungsten. The bet was formalized on September 29, 1980, with September 29, 1990 as the payoff date. Ehrlich lost the bet, as all five commodities that were bet on declined in price from 1980 through 1990, the wager period.



Looks pretty good for Simon and the cornucopians. But the article continues:



Ehrlich could have won if the bet had been for a different ten-year period. Ehrlich wrote that the five metals in question had increased in price between the years 1950 to 1975. Asset manager Jeremy Grantham wrote that if the Simon–Ehrlich wager had been for a longer period (from 1980 to 2011), then Simon would have lost on four of the five metals. He also noted that if the wager had been expanded to “all of the most important commodities,” instead of just five metals, over that longer period of 1980 to 2011, then Simon would have lost “by a lot.” Economist Mark J. Perry noted that for an even longer period of time, from 1934 to 2013, the inflation-adjusted price of the Dow Jones-AIG Commodity Index showed “an overall significant downward trend” and concluded that Simon was “more right than lucky”. Economist Tim Worstall wrote that “The end result of all of this is that yes, it is true that Ehrlich could have, would have, won the bet depending upon the starting date. … But the long term trend for metals at least is downwards.”



How about today? An econblogger is still keeping track of the Ehrlich-Simon wager, and finds that as of August 2017, Simon (who is now dead) is still winning; a basket of the five metals involved still costs less than it did in 1980.


Can we zoom out even further? There are a bunch of commodity indices that do for commodities what the Dow Jones does for stocks. I chose the Standard & Poor Goldman-Sachs Commodity Index kind of randomly because they were a familiar name and it was easy to find which goods they included. I’m not quite sure I’m doing this right, but this seems to be the most relevant graph:
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The price of commodities in general is still lower than in 1980 (also, with this graph it becomes clear Ehrlich was really unlucky in which year he started his wager).


I have never heard anyone claim that this represents an environmentalist victory: I don’t think there was any large-scale attempt to conserve or recycle chromium/tungsten/whatever that led to its current abundance. I think this was just a victory for resource extraction technology.


There are still theoretical reasons to think we have to run out of stuff eventually. But in terms of how the past 25 years have treated 90s-era concerns about resource depletion, it’s hard to answer anything other than “savagely”.


 Verdict: Alarmist.


7. Saving The Whales

I remember frequently being told we had to do this. Apparently it paid off, since a global moratorium on whaling was signed in 1982.


The ban is not perfect. Indigenous peoples are allowed to hunt whales in traditional ways. Japan pretends their whaling is for “scientific purposes” and has so far gotten away with it. Norway and Iceland never signed the moratorium and continue to whale.


But overall, things are going pretty well. There aren’t a lot of graphs, but the International Whaling Commission (which despite its name is against whaling) says blue whale populations are increasing at about 8%/year, humpback whales around 10%, and fin whales around 5%. Those sound pretty good, but they have to be taken in context:
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Okay, fine. There’s one graph. But it’s really depressing. See that tiny micro-bump at the end? That represents progress.


 Verdict: Environmental movement successfully solved this problem.


8. Concluding Thoughts

This was not a very conclusive exercise. When I add these up – as if that were at all an acceptable thing to do! – I get 2⅓ that were solved, 2⅚ that were alarmism, and 1⅚ that continue. So there is not much to be said about them as a group. Some were solved through heroic effort. Some turned out to be completely made up. Some of them are still out there but have stopped capturing the public’s attention.


Victories I can understand. It’s the latter two categories that confuse me.


How did the non-problems fade away? There was no moment when some brave iconoclast posted ninety-five theses to the door of the local recycling center and said “No! There is not a landfill crisis!” I mean, John Tierney wrote things along those lines, and did a great job of it. But he’s not a household name and there was never a time when everyone said “Oh, John Tierney is right, let’s stop worrying about this.” The people who stopped worrying about this never heard of John Tierney. At some point people just went from being very worried about the landfill crisis to shaking their heads and saying “The world getting full of trash? Sounds pretty stupid.”


And the story with peak resources seems entirely different. You will still occasionally see people saying “The Earth can’t support our greed, soon we will run out of everything”, and reasonable people will nod along with this and admit it is very wise. But you hear it like once a year now, as opposed to it being a constant refrain. This idea was never intellectually defeated at all, at least not on the popular level. It just faded away.


Was there some rarified level of intellectual debate where these ideas lost out? And then, denied their support from the commanding heights of the ivory tower, did journalists stop writing about them, schoolteachers stop teaching them, and then eventually the public – who have no will of their own and have to be told what matters – wander off and do something else?


Or was the change bottom-up? Did the public, after the millionth editorial on the trash crisis, say “Okay, whatever”, such that journalists realized this was no longer a good way to sell newspaper subscriptions? Is there a natural news mega-cycle of a decade or so, after which the public gets tired of hearing about a certain story, the intellectuals get tired of talking about it, every possible angle has been explored, and people move on, whether or not it was solved? Does this explain why the rainforests, a real problem that is still going on, similarly lost public attention?


Or maybe climate change took over everything, became so important that everything else faded into the background. This is certainly how it feels to me. Whenever I hear about the rainforests nowadays, it’s as a footnote to some global warming story where they add that we should save the rainforest as a carbon sink. Whenever I hear about landfills or recycling today, it’s in the context of trash giving off greenhouse gases. It feels almost like some primitive barter system has been converted to a modern economy, with tons of CO2 emission as the universal interchangeable currency that can be used to put a number value on all environmental issues. Can’t figure out a way to convert whales into a carbon sink? Guess they’ll have to go.


(I wrote that, then remembered I lived in 21st century America, did a Google search, and sure enough there are dozens of articles arguing that saving whales is an efficient way to neutralize greenhouse gases)


But as attractive as this picture is, it’s hard to find the supporting data. There’s just not hard evidence that we care more about global warming than we did fifteen or twenty years ago:
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Here’s the Google Trends. There was a lot of interest in 2006, which I think gets attributed to Al Gore’s An Inconvenient Truth in that year, but not a lot of signs of increase today.
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Here’s Gallup. It at least shows a spike starting in 2016 – but given its timing and the lack of obvious 2016 global-warming related events, I think it’s probably just another Trump backlash effect.


If global warming is eating all the other environmental issues, it doesn’t seem to be extracting that much nutrition from their corpses. And the ozone hole – probably the most global-warming-like issue of the last generation – managed to gather popular support at the same time that people were worried about a host of other things. I don’t know. Maybe given the public’s tendency to get bored of an issue after a decade or so, global warming has to cannibalize the rest of environmentalism just to survive at all. Depressing if true.


Or maybe it’s a zeitgeist thing. For some reason, it’s hard to imagine 2018 being the Year Of Rainforest Concern. There’s something very 90s Optimism about worrying about the rainforests, something where even the warnings of doom have a cheerful ring to them. I remember a Rainforest Charity Box at my local mall as a kid, promising that if you donated $10, you would save a brightly colored parrot, and if you donated $50, you might save a jaguar. Who thinks that way these days? Now if you donate some amount to stopping global warming, you will have won yourself a lecture from a bunch of people telling you that still doesn’t mean you have the right to feel good about yourself, and the world is going to fry regardless. Have we just passed the point where anybody can care about crisp mountain streams or frolicking snow leopards any more?


The most important thing I take away from the exercise is a sort of postmodern insight into the way environmental issues are constructed. This is definitely not me saying they are all made up; many of them are very real. But the mapping from real crisis to social panic is tenuous, contingent, and historical. Sometimes random things that shouldn’t matter get magnified into the issue du jour; other times giant world-threatening crises manage to slip everyone’s attention.


Imagine that twenty years from now, nobody cares or talks about global warming. It hasn’t been debunked. It’s still happening. People just stopped considering it interesting. Every so often some webzine or VR-holozine or whatever will publish a “Whatever Happened To Global Warming” story, and you’ll hear that global temperatures are up X degrees centigrade since 2000 and that explains Y percent of recent devastating hurricanes. Then everyone will go back to worrying about Robo-Trump or Mecha-Putin or whatever.


If this sounds absurd, I think it’s no weirder than what’s happened to 90s environmentalism and the issues it cared about.

 



















The Atomic Bomb Considered As Hungarian High School Science Fair Project

May 26, 2017


I

A group of Manhattan Project physicists created a tongue-in-cheek mythology where superintelligent Martian scouts landed in Budapest in the late 19th century and stayed for about a generation, after which they decided the planet was unsuitable for their needs and disappeared. The only clue to their existence were the children they had with local women.


The joke was that this explained why the Manhattan Project was led by a group of Hungarian supergeniuses, all born in Budapest between 1890 and 1920. These included Manhattan Project founder Leo Szilard, H-bomb creator Edward Teller, Nobel-Prize-winning quantum physicist Eugene Wigner, and legendary polymath John von Neumann, namesake of the List Of Things Named After John Von Neumann.


The coincidences actually pile up beyond this. Von Neumann, Wigner, and possibly Teller all went to the same central Budapest high school at about the same time, leading a friend to joke about the atomic bomb being basically a Hungarian high school science fair project.


But maybe we shouldn’t be joking about this so much. Suppose we learned that Beethoven, Mozart, and Bach all had the same childhood piano tutor. It sounds less like “ha ha, what a funny coincidence” and more like “wait, who was this guy, and how quickly can we make everyone else start doing what he did?”


In this case, the guy was Laszlo Ratz, legendary Budapest high school math teacher. I didn’t even know people told legends about high school math teachers, but apparently they do, and this guy features in a lot of them. There is apparently a Laszlo Ratz Memorial Congress for high school math teachers each year, and a Laszlo Ratz medal for services to the profession. There are plaques and statues to this guy. It’s pretty impressive.


A while ago I looked into the literature on teachers and concluded that they didn’t have much effect overall. Similarly, Freddie deBoer writes that most claims that certain schools or programs have transformative effects on their students are the result of selection bias.


On the other hand, we have a Hungarian academy producing like half the brainpower behind 20th century physics, and Nobel laureates who literally keep a picture of their high school math teacher on the wall of their office to inspire them. Perhaps even if teachers don’t explain much of the existing variability, there are heights of teacherdom so rare that they don’t show up in the statistics, but still exist to be aspired to?


II

I’ve heard this argument a few times, and I think it’s wrong.


Yes, two of Ratz’s students went on to become supergeniuses. But Edward Teller, another supergenius, went to the same high school but (as far as I know) was never taught by Ratz himself. That suggests that the school was good at producing supergeniuses regarldess of Ratz’s personal qualities. A further point in support of this: John Harsanyi also went to the school, also wasn’t directly taught by Ratz, and also went on to win a Nobel Prize and invent various important fields of mathematics. So this school – the Fasori Gymnasium – seems to have been about equally excellent for both its Ratz-taught and its non-Ratz-taught pupils.


Yet the Fasori Gymnasium might not have even been the best high school in its neighborhood. It competed with the Minta Gymnasium half a mile down the street, whose alumni include Manhattan Project physicists Nicholas Kurti and Theodore von Karman (von Karman went on to found the Jet Propulsion Laboratory), brilliant chemist-philosopher Michael Polanyi, economists Thomas Balogh and Nicholas Kaldor (of Kaldor-Hicks efficiency fame), and Peter Lax, who once said “You don’t have to be Hungarian to be a mathematician – but it helps”. There are also some contradictory sources suggesting Teller attended this school and not Fasori; for all I know he might have attended both. Once again, most of these people were born in the 1890-1910 period when the Martian scouts were supposedly in Budapest.


Worse, I’m not even sure that the best high school in early 20th-century Hungary was either of the two mentioned above. The Berzsenyi Gymnasium, a two mile walk down Gyorgy Street from the others, boasts alumni including multizillionaire George Soros, Intel founder Andrew Grove, BASIC inventor John Kemeny, leading cancer biologist George Klein, great mathematician George Polya, and Nobel Prize winning physicist Dennis Gabor.


Given that the Fasori Gymnasium wasn’t obviously better than either of these others, is it possible that the excellence was at a higher level – neither excellent teachers nor excellent principals, but some kind of generally excellent Hungarian culture of education?


This is definitely what the Hungarians want us to think. According to Cultures of Creativity:



What’s so special about Budapest’s schools? A certain elitism and a spirit of competition partly explains the successes of their students. For example, annual competitions in mathematics and physics have been held since 1894. The instruction the students receive as well as these contests are an expression of a special pedagogy and a striving to encourage creativity. Mor Karman, founder of the Minta school, believed that everything should be taught by showing its relation to everyday life. Instead of learning rules by heart from books, students tried to formulate the rules themselves.



This paper on “The Hungarian Phenomenon” makes similar claims, but adds a few more details:



The Eotvos Contests were a powerful mean for the stimulation of mathematics on a large scale and were used to motivate mathematical culture in the society. It also provided a channel to search for talented youths. The contests, which have been open to Hungarian high school students in their last year since 1894, played a remarkable role in the development of mathematics.



Okay. But I want to challenge this. During this era, formal education in Hungary began at age 10. By age ten, John von Neumann, greatest of the Hungarian supergeniuses, already spoke English, French, German, Italian, and Ancient Greek, knew integral and differential calculus, and could multiply and divide 8-digit numbers in his head. Wikipedia notes that on his first meeting with his math teacher, the math teacher “was so astounded with the boy’s mathematical talent that he was brought to tears”. This doesn’t sound like a guy whose potential was kindled by formal education. This sounds like a guy who would have become one of history’s great mathematicians even if his teachers had slept through his entire high school career.


Likewise, the book above notes that Dennis Gabor, the Hungarian inventor of holography, “developed his passion for physics during his youth, but did so for the most part on his own”. His biography notes that “During his childhood in Budapest, Gabor and his brother would often duplicate the experiments they read about in scientific journals in their home laboratory.”


Likewise, consider Paul Erdos, a brilliant mathematician born in Budapest around this time. As per his Wikipedia page, “Left to his own devices, he taught himself to read through mathematics texts that his parents left around their home. By the age of four, given a person’s age, he could calculate, in his head, how many seconds they had lived.”


I have no knock-down proof that Hungary’s clearly excellent education system didn’t contribute to this phenomenon. A lot of child prodigies burn out, and maybe Hungary was unusually good at making sure that didn’t happen. But it sure seems like they had a lot of child prodigies to work with.


So what’s going on? Should we just accept the Manhattan Project consensus that there was a superintelligent Martian scout force in early 20th-century Budapest?


III

Here’s something interesting: every single person I mentioned above is of Jewish descent. Every single one. This isn’t some clever setup where I only selected Jewish-Hungarians in order to spring this on you later. I selected all the interesting Hungarians I could find, then went back and checked, and every one of them was Jewish.


This puts the excellence of the Hungarian education system in a different light. Hungarian schools totally failed to work their magic on Gentiles. You can talk all you want about “elitism and a spirit of competition” and “striving to encourage creativity”, yet for some reason this worked on exactly one of Hungary’s many ethnic groups.


This reduces the difficult question of Hungarian intellectual achievement to the easier question of Jewish intellectual achievement.


I say “easier question” because I find the solution by Cochran, Hardy, and Harpending really compelling. Their paper is called A Natural History Of Ashkenazi Intelligence (“Ashkenazi” means Eastern European Jew) and they start by expressing the extent of the issue:



Ashkenazi Jews have the highest average IQ of any ethnic group for which there are reliable data. They score 0.75 to 1.0 standard deviations above the general European average, corresponding to an IQ 112 – 115. This fact has social significance because IQ (as measured by IQ tests) is the best predictor we have of success in academic subjects and most jobs. Ashkenazi Jews are just as successful as their tested IQ would predict, and they are hugely overrepresented in occupations and fields with the highest cognitive demands. During the 20th century, they made up about 3% of the US population but won 27% of the US Nobel science prizes and 25% of the Turing Awards [in computer science]. They account for more than half of world chess champions.



This doesn’t seem to be due to any advantage in material privilege; Ashkenazi Jews frequently did well even in countries where they were persecuted. Nor is it obviously linked to Jewish culture; Jews from other regions of the world show no such advantage. So what’s going on?


Doctors have long noted that Ashkenazi Jews are uniquely susceptible to various genetic diseases. For example, they’re about a hundred times more likely to have Gaucher’s Disease, a hundred times more likely to get Tay-Sachs Disease, ten times more likely to have torsion dystonia, et cetera. Genetic diseases are so common in this population that the are official recommendation is that all Ashkenazi Jewish couples get screened for genetic disease before marriage. I’m Ashkenazi Jewish, I got screened, and I turn out to be a carrier for Riley-Day syndrome – three hundred times as common in Ashkenazi Jews as in anyone else.


Evolution usually gets rid of genetic diseases pretty quickly. If they stick around, it’s because they’re doing something to earn their keep. One common pattern is “heterozygote advantage” – two copies of the gene cause a disease, but one copy does something good. For example, people with two copies of the sickle cell gene get sickle cell anaemia, but people with one copy get some protection against malaria. In Africa, where malaria is relatively common, the tradeoff is worth it – so people of African descent have high rates of the sickle cell gene and correspondingly high rates of sickle cell anaemia. In other places, where malaria is relatively uncommon, the tradeoff isn’t worth it and evolution eliminates the sickle cell gene. That’s why sickle cell is about a hundred times more common in US blacks than US whites.


The moral of the story is: populations can have genetic diseases if they also provide a useful advantage to carriers. And if those genetic diseases are limited to a single group, we expect them to provide a useful advantage for that group, but not others. Might the Jewish genetic diseases provide some advantage? And why would that advantage be limited to Jews?


Most of the Jewish genetic diseases cluster into two biological systems – the sphingolipid system and the DNA repair system. This is suspicious. It suggests that they’re not just random. They’re doing something specific. Both of these systems are related to neural growth and neural branching. Might they be doing something to the brain?


Gaucher’s disease, one of the Ashkenazi genetic diseases, appears to increase IQ. CHH obtained a list of all of the Gaucher’s patients in Israel. They were about 15 times more likely than the Israeli average to be in high-IQ occupations like scientist or engineer; CHH calculate the probability that this is a coincidence to be 4 `* 10`-19.


Torsion dystonia, another Ashkenazi genetic disease, shows a similar pattern. CHH find ten reports in the literature where doctors comment on unusual levels of intelligence in their torsion dystonia patients. Eldridge, Harlan, Cooper, and Riklan tested 14 torsion dystonia patients and found an average IQ of 121; another similar study found an average of 117. Torsion dystonia is pretty horrendous, but sufferers will at least get the consolation prize of being really, really smart.


Moving from medicine to history, we find that Ashkenazi Jews were persecuted for the better part of a millennium, and the particular form of this persecution was locking them out of various jobs until the main career opportunities open to them were things like banker, merchant, and doctor. CHH write:



For 800 to 900 years, from roughly 800 AD to 1650 or 1700 AD, the great majority of the Ashkenazi Jews had managerial and financial jobs, jobs of high complexity, and were neither farmers nor craftsmen. In this they differed from all other settled peoples of which we have knowledge.



They continue:



Jews who were particularly good at these jobs enjoyed increased reproductive success. Weinryb (1972, see also Hundert 1992) comments: “More children survived to adulthood in affluent families than in less affluent ones. A number of genealogies of business leaders, prominent rabbis, community leaders, and the like – generally belonging to the more affluent classes – show that such people often had four, six, sometimes even eight or nine children who reached adulthood. On the other hands, there are some indications that poorer families tended to be small ones… as an example, in a census of the town of Brody in 1764 homeowner households had 1.2 children per adult member while tenant households had 0.6.



Now we can start to sketch out the theory in full. Due to persecution, Jews were pushed into cognitively-demanding occupations like banker or merchant and forced to sink or swim. The ones who swam – people who were intellectually up to the challenge – had more kids than the ones who sank, producing an evolutionary pressure in favor of intelligence greater than that in any other ethnic group. Just as Africans experiencing evolutionary pressure for malaria resistance developed the sickle cell gene, so Ashkenazim experiencing evolutionary pressure for intelligence developed a bunch of genes which increased heterozygotes’ IQ but caused serious genetic disease in homozygotes. As a result, Ashkenazi ended up somewhat more intelligent – and somewhat more prone to genetic disease – than the rest of the European population.


If true, this would explain the 27% of Nobel Prizes and 50% of world chess champions thing. But one still has to ask – everywhere had Jews. Why Hungary in particular? What was so special about Budapest in the early 1900s?


IV

Okay, sure, everywhere had Jews. But it’s surprising exactly how many Jews were in early 1900s Hungary.


The modern United States is about 2% Jewish. Hungary in 1900 was about 5%. The most Jewish city in America, New York, is about 15% Jewish. Budapest in 1900 was 25%. It was one of the most Jewish large cities anywhere in history, excepting only Israel itself. According to Wikipedia, the city’s late 19th-century nickname was “Judapest”.


So is it possible that all the Jews were winning Nobel Prizes, and Hungary just had more Jews and so more Nobelists?


No. This doesn’t seem right. The 1933 European Jewish Population By Country site lists the following size for each country’s Jewish communities:


	Country	Jewish Population

	Poland	3,000,000

	Russia	2,500,000

	Romania	750,000

	Germany	500,000

	Hungary	500,000

	Britain	300,000

	France	250,000

	Austria	200,000



It’s hard to find a good list of all famous Manhattan Project physicists, but I tried this article and got the following number of famous Jewish Manhattan Project physicists per country of origin:


	Country	MP Physicists

	Hungary	4

	Germany	2

	Poland	2

	Austria	2

	Italy	1

	Netherlands	1

	Switzerland	1



Here’s an alternative source with a different definition of “famous”, broken down the same way:


	Country	MP Physicists

	Germany	5

	Hungary	4

	Poland	3

	Italy	2

	Austria	2



The main point seems to be disproportionately many people from Central European countries like Hungary and Germany, compared to either Eastern European countries like Poland and Russia or Western European countries like France and Britain.


The Central European advantage over Western Europe is unsurprising; the Western European Jews probably weren’t Ashkenazim, and so didn’t have the advantage mentioned in the CHH paper above. But is there any reason to think that Central European Jews were more intelligent than Polish and Russian Jews?


I’m not really sure what to think about this. This paper finds that the sphingolipidoses and other Jewish genetic diseases are about twice as common in Central European Jews as in Eastern European Jews, but I have very low confidence in these results. Intra-Jewish gossip points out the Lithuanians as the geniuses among world Jewry, but doesn’t have any similar suggestions about Hungarians. And torsion dystonia, maybe the most clearly IQ-linked disease, is unique to Lithuanians and absent in Hungarians.


Probably much more promising is just to focus on the obvious facts of the social situation. Early`1900s Hungary was a great nation and a prosperous center of learning. Remember, we’re talking about the age of the Austro-Hungarian Empire, one of the most industrialized and dynamic economies of the time. It might have had advantages that Poland, Romania, and Russia didn’t. My list of historical national GDPs per capita is very unimpressed by the difference between Hungarian and Polish GDPs in 1900, but maybe it’s wrong, or maybe Budapest was an especially modern part of Hungary, or maybe there’s something else I’m missing.


Also, there could have been a difference in the position of Jews in these countries. Russia was still experiencing frequent anti-Jewish pogroms in 1900; in Hungary, Jews were among the country’s most noble families. Actually, the extent of Jewish wealth and influence in Hungary sort of defies belief. According to Wikipedia, in 1920 Jews were 60% of Hungarian doctors, 50% of lawyers, 40% of engineers and chemists, and 90% of currency brokers and stock exchange members. “In interwar Hungary, more than half and perhaps as much as 90 percent of Hungarian industry was owned or operated by a few closely related Jewish banking families.”


So Central European Jews – the Jews in Hungary and Germany – had a unique combination of intellectual and financial advantages. This means Hungary’s only real rival here is Germany. Since they were rich, industrialized, and pretty liberal about Jewish rights at the beginning of the 20th century – and since they had just as many Jews as Hungary – we should expect to see the same phenomenon there too.


And we kind of do. Germany produced its share of Jewish geniuses. Hans Bethe worked for the Manhattan Project and won a Nobel Prize. Max Born helped develop quantum mechanics and also won a Nobel Prize. James Franck, more quantum physics, another Nobel Prize. Otto Stern, even more quantum physics, yet another Nobel Prize. John Polanyi, chemical kinetics, Nobel Prize (although he was half-Hungarian). And of course we probably shouldn’t forget about that Einstein guy. All of these people were born in the same 1880 – 1920 window as the Martians in Hungary.


I think what’s going on is this: Germany and Hungary had about the same Jewish population. And they produced about the same number of genius physicists in the same window. But we think of Germany as a big rich country, and Hungary as a small poor country. And the German Jews were spread over a bunch of different cities, whereas the Hungarian Jews were all crammed into Budapest. So when we hear “there were X Nobel Prize winning German physicists in the early 1900s”, it sounds only mildly impressive. But when we hear “there were X Nobel Prize winning physicists from Budapest in the early 1900s”, it sounds kind of shocking. But the denominator isn’t the number of Germans vs. Hungarians, it’s the number of German Jews vs. Hungarian Jews, which is about the same.


V

This still leaves one question: why the period 1880 to 1920?


On further reflection, this isn’t much of a mystery. The emancipation of the Jews in Eastern Europe was a difficult process that took place throughout the 19th century. Even when it happened, it took a while for the first generation of Jews to get rich enough that their children could afford to go to fancy schools and fritter away their lives on impractical subjects like physics and chemistry. In much of Eastern Europe, the Jews born around 1880 were the first generation that was free to pursue what they wanted and seek their own lot in the world.


The end date around 1920 is more depressing: any Jew born after this time probably wasn’t old enough to escape the Nazis. Almost all the famous Hungarian Jews became physics professors in Europe, fled to America during WWII using channels open to famous physicists, and then made most of their achievements on this side of the Atlantic. There are a couple of stragglers born after 1920 who survived – George Soros’ family lived because they bought identity documents saying they were Christian; Andrew Grove lived because he was hidden by righteous Gentiles. But in general Jews born in Europe after 1920 didn’t have a great life expectancy.


All of this suggests a pretty reasonable explanation of the Martian phenomenon. For the reasons suggested by Cochran, Hardy, and Harpending, Ashkenazi Jews had the potential for very high intelligence. They were mostly too poor and discriminated against to take advantage of it. Around 1880, this changed in a few advanced Central European economies like Germany, Austria, and Hungary. Austria didn’t have many Jews. Germany had a lot of Jews, but it was a big country, so nobody really noticed. Hungary had a lot of Jews, all concentrated in Budapest, and so it was really surprising when all of a sudden everyone from Budapest started winning Nobel Prizes around the same time. This continued until World War II, and then all anyone remembered was “Hey, wasn’t it funny that so many smart people were born in Budapest between 1880 and 1920?”


And this story is really, really, gloomy.


For centuries, Europe was sitting on this vast untapped resource of potential geniuses. Around 1880, in a few countries only, economic and political conditions finally became ripe for the potential to be realized. The result was one of the greatest spurts of progress in scientific history, bringing us relativity, quantum mechanics, nuclear bombs, dazzling new mathematical systems, the foundations of digital computing, and various other abstruse ideas I don’t even pretend to understand. This lasted for approximately one generation, after which a psychopath with a stupid mustache killed everyone involved.


I certainly can’t claim that the Jews were the only people being crazy smart in Central Europe around this time. This was the age of Bohr, Schrodinger, Planck, Curie, etc. But part of me wonders even here. If you have one physicist in a town, he sits in an armchair and thinks. If you have five physicists in a town, they meet and talk and try to help each other with their theories. If you have fifty physicists in a town, they can get funding and start a university department. If you have a hundred, maybe some of them can go into teaching or administration and help support the others. Having this extra concentration of talent in central Europe during this period might have helped Jews and Gentiles alike.


I wonder about this because of a sentiment I hear a lot, from people who know more about physics than I do, that we just don’t get people like John von Neumann or Leo Szilard anymore. That there was some weird magical productivity to the early 20th century, especially in Central Europe and Central European immigrants to the United States, that we’re no longer really able to match. This can’t be a pure numbers game – the Ashkenazi population has mostly recovered since the Holocaust, and people from all over the world are coming to American and European universities and providing more of a concentration of talent than ever. And even though it’s impossible to measure, there’s still a feeling that it’s not enough.


I started down this particular research rabbit hole because a friend challenged me to explain what was so magical about early 20th century Hungary. I think the Jewish population calculations above explain a lot of the story. I’m not sure whether there’s a missing ingredient, or, if so, what it might be. Maybe it really was better education. Maybe it really was math competitions and talent searches.


Or maybe it was superintelligent Martian scouts with an Earthling fetish.

 



















Hungarian Education II: Four Nobel Truths

May 29, 2017


1. Israel historically has only a moderate number of Nobels per capita

On Friday, I discussed the phenomenon of Hungarian science geniuses, and conjectured it was because of Hungary’s high concentration of Ashkenazi Jews. A commenter pointed out that Israel had an even higher concentration of Ashkenazi Jews, with less impressive results:



By this logic, Israel should have become the hotbed of geniuses. And while it’s true that there are a lot of smart people there, none of the Israeli universities are in the top 10 or maybe even in top 100. And the fraction of Nobel prize winners is not impressive, either.



The objection makes superficial sense. The list of Nobel winners per capita puts Israel at a modest tenth place, after places like Norway and the United Kingdom.


[image: ]

This doesn’t look promising for any Ashkenazi-Jew-based theory.


2. But their more modern numbers look much more impressive

On the other hand, that list counts total Nobels won, ever, and divides them by modern population. That gives an advantage to older countries. Norway’s been collecting Nobels since 1903; Israel wasn’t even founded until 1948. And for the first couple generations the Israelis were pretty busy starting kibbutzim, building infrastructure, fighting off enemies, et cetera. Setting up a good university system capable of churning out Nobels takes time. So Norway and the UK had an unfair head start.


I redid their analysis looking only at Nobels won since the year 2000 (because it was big and round and serves as a signal that I’m trying to avoid optional stopping). My source was this list of Nobel laureates by country, and I deferred to Wikipedia’s judgment about whether or not to count dual citizens, immigrants, et cetera. Here’s the results:


[image: ]

We see that during this period, Israel has by far the highest number of Nobel prizes per capita.


3. This advantage increases if we look only at Ashkenazim

The original theory was about Ashkenazi Jews in particular. Only about a third of Israels are Ashkenazi (the rest are other types of Jews, or Palestinians, or other non-Jewish minorities). If we separate out the Ashkenazim, the graph looks like this.
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ISAZ is Israeli Ashkenazi Jews, considered as a separate population. On the one hand, it’s kind of unfair comparing Israel’s most successful population group to other countries taken as a whole. On the other hand, if we were to take other countries’ most successful population groups, those would be Ashkenazi Jews too, so whatever. Since Israeli Ashkenazim get about five times more Nobels per capita than any country, I’m going to consider the “what about Israel?” objection officially refuted.


4. But there’s not a lot of evidence for benefits to concentration, and other factors might be involved

One more graph:


[image: ]

USAZ is US Ashkenazi Jews, who get twice as many Nobels per capita as their Israeli cousins (I’m not sure how seriously to take this; the Israeli data is based on eight Nobel laureates, so there’s a lot of room for sampling issues.)


And although it’s hard for me to get exact numbers, it looks like a lot of Israeli Nobelist (maybe more than half) did their best work abroad, usually in the US.


Israel went from 1948 to 2002 without winning a single science Nobel (it did win in Literature and Peace during that time). Now it’s winning more of them – a lot more, more than any other country per capita – but mostly when its citizens go and study in foreign universities. This seems consistent with an Israeli educational system that’s still struggling to get its act together.


Does this mean that once the educational system gets its act together more fully, the ISAZ Nobel rate will approximately double to match the USAZ Nobel rate? I’m not sure.


Just from this analysis, it doesn’t look like the theory in the last post, where everyone gets benefits from concentrating closer together, is true. Israel has about ten times as many Ashkenazi Jews per capita than the US, but still does worse than they do.


These data don’t challenge the conclusion from the last post that Ashkenazim might have been responsible for Hungary’s sudden crop of great scientists. But they do potentially challenge the implicit conclusion that the education system didn’t matter that much. I’ll have more on that later this week.

 



















Hungarian Education III: Mastering The Core Teachings Of The Budapestians

May 30, 2017


I

Someone summed up my previous post as “Hungarian education isn’t magic”. I would amend that to read “Hungarian education isn’t systemically magic”. As far as I know, there’s only one Hungarian educator with magic powers, and (like all good wizards) his secrets are maddeningly hard to find.


Laszlo Polgar studied intelligence in university, and decided he had discovered the basic principles behind raising any child to be a genius. He wrote a book called Bring Up Genius and recruited an interested woman to marry him so they could test his philosophy by raising children together. He said a bunch of stuff on how ‘natural talent’ was meaningless and so any child could become a prodigy with the right upbringing.


This is normally the point where I’d start making fun of him. Except that when he trained his three daughters in chess, they became the 1st, 2nd, and 6th best female chess players in the world, gaining honors like “youngest grandmaster ever” and “greatest female chess player of all time”. Also they spoke seven languages, including Esperanto.


Their immense success suggests that education can have a major effect even on such traditional genius-requiring domains as chess ability. How can we reconcile that with the rest of our picture of the world, and how obsessed should we be with getting a copy of Laszlo Polgar’s book?


II

Let’s get this out of the way first: the Polgar sisters were probably genetically really smart. The whole family was Hungarian Jews, a group with a great track record. Their mother and father were both well-educated teachers interested in stuff like developmental psychology. They had every possible biological advantage and I’m sure that helped.


J Levitt proposes an equation to estimate a chess player’s IQ from their chess score. It suggests that chess grandmasters probably have IQs above 160. Plugging the Polgar sisters’ chess scores into his equation, I get IQs in the range of 150, 160, and 170 for the three sisters.


This is biologically impossible. Even if both Polgar parents were 170-IQ themselves, regression to the mean predicts that their children would have IQs around 140 to 150. It’s mathematically possible for there to be an IQ that predicts you would have three children of 150, 160, and 170, but I doubt any living people have it, and even if they did there’s no way they would marry somebody else equally gifted.


 EDIT: Thanks to a few people who pointed out some problems with my math here (1, 2, 3). I still think that having three supergenius-IQ kids when you and your spouse show no signs of being a supergenius yourself (Laszlo Polgar’s daughters could beat him at chess by the time they were 8) is pretty unlikely, but I admit not impossible. I still think arguing about this is unnecessary thanks to the points below.


On the other hand, I’m not sure Levitt’s right. Chess champion Gary Kasparov actually sat and took an IQ test for the magazine Der Spiegel, and his IQ was 135. That’s not bad – it’s top 1% of the population – but it’s not amazing either.


This is what we should expect given the correlation of about r = 0.24 between IQ and chess ability (see also this analysis , although I disagree with the details). And the contrary claims – like the one that Bobby Fischer’s IQ was in the 180s – are less well-sourced (although Fischer was the son of a Hungarian-Jewish mathematician, so who knows?).


If it were possible to be a chess world champion with an IQ of 135, then maybe it’s possible to be a “mere” grandmaster with IQs in the high 120s and low 130s. And it’s just barely plausible that some sufficiently smart people might have three kids who all have IQs in the high 120s and low 130s.


But this just passes the buck on the mystery. 2% of people have IQs in the high 120s or low 130s, but 2% of people aren’t the top-ranked female chess player in the world. The Polgar sisters’ IQs might have been a permissive factor in allowing them to excel, but it didn’t necessitate it. So what’s going on there?


III

“Practice” seems like an obvious part of the picture. Malcolm Gladwell uses the Polgars as poster children for his famous ‘10,000 hours of practice makes you an expert at anything’ rule. The Polgars had 50,000 hours of chess practice each by the time they were adults, presumably enough to make them quintuple-experts.


Robert Howard has a paper Does High-Level Performance Depend On Practice Alone? Debunking The Polgar Sisters Case in which he argues against the strong version of Gladwell’s thesis. He points out that there are many chess masters who have practiced much less than the Polgar sisters but are better than they are. He also points out that even though the sisters themselves have all practiced similar amounts, youngest sister Judit is clearly better than the other two in a way that practice alone cannot explain.


I don’t know if the case he’s arguing against – that practice is literally everything and it’s impossible for anything else to factor in – is a straw man or not. But it seems more important to consider a less silly argument – that practice is one of many factors, and that enough of it can make up for a lack of the others. This seems potentially true. This study showing that amount of practice only explains 12% of the variance in skill level at various tasks, and is often summarized as “practice doesn’t matter much”. But it finds practice matters more (25% of the variance) in unchanging games with clear fixed rules, and uses chess as an example.


So suppose that the Polgar sisters are genetically smart, but maybe not as high up there as some other chess masters. We would expect them to need much more practice to achieve a level of proficiency similar to those chess masters, and indeed that seems like what happens.


(all of this is confounded by them being women and almost all the other equally-good chess masters being men. It’s unclear if the Polgars deserve extra points for overcoming whatever factor usually keeps women out of the highest levels of chess.)


But I’m actually still not sure this suffices as an explanation. According to Wikipedia:



Polgár began teaching his eldest daughter, Susan, to play chess when she was four years old. Six months later, Susan toddled into Budapest’s smoke-filled chess club,” which was crowded with elderly men, and proceeded to beat the veteran players.



The study linked above suggests that Susan practiced 48 hours a week. During those six months, she would have accumulated about 1200 hours of practice. Suppose the elderly Budapest chess players practiced only one hour a week, but had been doing so for the last twenty-five years. They would have more practice than Susan – plus the advantage of having older, more developed brains. So why did she beat them so easily?


Maybe there’s a time-decay factor for practice? That is, maybe Susan had been practicing intensively, so she got a lot of chances to link it all together as she was learning, and also it was fresh in her mind when she went to the club to go play? I’m not sure. If some of those veterans had been playing more than one hour a week (and surely the sort of people who frequent Budapest chess clubs do) then her advantage seems too implausible to be due to freshness-of-material alone.


IV

That leaves two possibilities.


First, Susan could have benefitted from some form of malleability. A lot of people claim there’s a “developmental window” during which children have a unique ability to learn language. If cats see only vertical stripes for the first few weeks of their lives, they never learn to see in horizontal. Maybe if you teach your kid high-level chess at age 4, they’ll be able to recruit systems that adults could never manage, or reorganize the fundamental structure of their brain to conform to chess better, or something like that.


Second, Polgar might actually have some really good educational methods besides just “start early and have a lot of practice”. I assume this is true, but I’m having a lot of trouble finding them. Shockingly, Polgar’s book Bring Up Genius is out of print and totally unavailable anywhere – I guess the book-reading community heard that someone wrote down a way to reliably turn any child into a genius which had a great real-world track record of success, and collectively decided “Nah, better read Fifty Shades Of Grey instead”. I’m not sure at what point I should start positing a conspiracy of suppression, or whether that would be better or worse than the alternative.


The book seems to possibly be available in Hungarian under the title Nevelj zsenit!, but I can’t tell for sure and a lot of the Hungarian sites suggest it’s out of print even in that language. There may have been a recent republication in Esperanto called Eduku geniulon!, but I can’t find that one either. If anybody knows where to find this book and wants to send it to me, I will figure out some way to translate it and review it. I’d also be willing to pay for costs and even pay extra for your time if it helps. Come on, Esperanto-speakers! This is the only chance you’ll ever have to be useful!


V

One thing I know without reading the book: Polgar says that his method should work to create geniuses in any field, not just chess. He said he chose chess kind of on the whim of his eldest daughter. From Wikipedia:



Polgár and his wife considered various possible subjects in which to drill their children, “including mathematics and foreign languages,” but they settled on chess. “We could do the same thing with any subject, if you start early, spend lots of time and give great love to that one subject,” Klara later explained. “But we chose chess. Chess is very objective and easy to measure.” Susan described chess as having been her own choice: “Yes, he could have put us in any field, but it was I who chose chess as a four-year-old…. I liked the chessmen; they were toys for me.”



It’s disappointing that he decided to stick with chess for his other two daughters. The study linked above suggests that chess is unusually amenable to practice. What would have happened if he’d tried to train his kids in art? In mathematics? In entrepreneurship? I’m not sure, and I’m really tempted to have some kids and find out.


(be right back, going to change my OKCupid profile to include “must be interested in n=1 developmental-psych experiments, have access to a rare book library, and speak either Hungarian or Esperanto”)


I mentioned this plan to a friend, who protested that this was cruel and tantamount to child abuse. After all, how can you force someone to spend their entire childhood indoors, studying mind-numbing chess problems day in and day out, instead of enjoying themselves like normal kids?


First of all, this isn’t how the Polgar children (or adults) describe their experiment. From The Guardian:



Starting with his eldest daughter, Susan, Polgár was careful to treat it as a playful activity, turning it into a fantasy of dramatic wins and losses. Whereas Earl and Kultida Woods had coerced perfection from Tiger, the Polgárs encouraged enjoyment, By the time Susan had turned five, she was excited by playing and spent hundreds of hours practising. She was entered into a local competition and treated it as fun, winning 10-0, causing a sensation.


Meanwhile, her younger sisters were intrigued and László allowed them to feel the pieces, seeing them as toys, with no formal tuition until they were five. Interviewed recently, all three girls described playing the game as something that they loved doing – it never felt like a chore. Instead of messing about playing Monopoly, netball or going to the local swimming pool, chess was just what the Polgár family enjoyed… Polgár understood that coercion was less valuable than small children’s need to enjoy fantasy play. Consequently, his daughters all seem to have grown into satiable, well-balanced people rather than success addicts.



But more important – I responded that the Polgars claim to have spent about 48 hours a week practicing chess. I spent seven hours a day in school, so if my teachers assigned two hours of homework a night then we spent about the same amount of time getting educated. Except what the Polgars got out of it was world-champion-level mastery of their favorite subject in the world, nationwide fame, and (by their own accounts) loving every second of it, and what I got was staring out a window all day as my teacher declared that we were going to make a collage about the meaning of Respect.


The Polgar sisters talk about how they loved their education, had a great childhood, thought their parents were always patient with them and never strict and harsh, and don’t regret anything. How many kids who went to public school can say the same?


An article about Laszlo Polgar mentions that he had to fight the Hungarian authorities to be allowed to home school his children. Imagine being so certain of your own home-schooling techniques that you’re afraid taking your kids to the Fasori Gymnasium is going to stunt their intellectual growth. And imagine being right. And imagine my friend thinking that normal American public school might be better than that. It sort of boggles the imagination.


And I guess I shouldn’t be too harsh, because the public school system tries to do the best it can with an impossible set of constraints. But I’m still suspicious. Who else has the motivation to hide that book?


 EDIT: Thanks to readers, I’ve got an Esperanto copy and a person willing to translate it. I’ll let you know as this develops.

 




















Book Review: Seeing Like A State

March 16, 2017


I

Seeing Like A State is the book G.K. Chesterton would have written if he had gone into economic history instead of literature. Since he didn’t, James Scott had to write it a century later. The wait was worth it.


Scott starts with the story of “scientific forestry” in 18th century Prussia. Enlightenment rationalists noticed that peasants were just cutting down whatever trees happened to grow in the forests, like a chump. They came up with a better idea: clear all the forests and replace them by planting identical copies of Norway spruce (the highest-lumber-yield-per-unit-time tree) in an evenly-spaced rectangular grid. Then you could just walk in with an axe one day and chop down like a zillion trees an hour and have more timber than you could possibly ever want.


This went poorly. The impoverished ecosystem couldn’t support the game animals and medicinal herbs that sustained the surrounding peasant villages, and they suffered an economic collapse. The endless rows of identical trees were a perfect breeding ground for plant diseases and forest fires. And the complex ecological processes that sustained the soil stopped working, so after a generation the Norway spruces grew stunted and malnourished. Yet for some reason, everyone involved got promoted, and “scientific forestry” spread across Europe and the world.


And this pattern repeats with suspicious regularity across history, not just in biological systems but also in social ones.


Natural organically-evolved cities tend to be densely-packed mixtures of dark alleys, tiny shops, and overcrowded streets. Modern scientific rationalists came up with a better idea: an evenly-spaced rectangular grid of identical giant Brutalist apartment buildings separated by wide boulevards, with everything separated into carefully-zoned districts. Yet for some reason, whenever these new rational cities were built, people hated them and did everything they could to move out into more organic suburbs. And again, for some reason the urban planners got promoted, became famous, and spread their destructive techniques around the world.


Ye olde organically-evolved peasant villages tended to be complicated confusions of everybody trying to raise fifty different crops at the same time on awkwardly shaped cramped parcels of land. Modern scientific rationalists came up with a better idea: giant collective mechanized farms growing purpose-bred high-yield crops and arranged in (say it with me) evenly-spaced rectangular grids. Yet for some reason, these giant collective farms had lower yields per acre than the old traditional methods, and wherever they arose famine and mass starvation followed. And again, for some reason governments continued to push the more “modern” methods, whether it was socialist collectives in the USSR, big agricultural corporations in the US, or sprawling banana plantations in the Third World.


Traditional lifestyles of many East African natives were nomadic, involving slash-and-burn agriculture in complicated jungle terrain according to a bewildering variety of ad-hoc rules. Modern scientific rationalists in African governments (both colonial and independent) came up with a better idea – resettlement of the natives into villages, where they could have modern amenities like schools, wells, electricity, and evenly-spaced rectangular grids. Yet for some reason, these villages kept failing: their crops died, their economies collapsed, and their native inhabitants disappeared back into the jungle. And again, for some reason the African governments kept trying to bring the natives back and make them stay, even if they had to blur the lines between villages and concentration camps to make it work.
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A favorite Seeing Like A State image: a comparison of street maps for Bruges (a premodern organic city) with Chicago (a modern planned city)

Why did all of these schemes fail? And more importantly, why were they celebrated, rewarded, and continued, even when the fact of their failure became too obvious to ignore? Scott gives a two part answer.


The first part of the story is High Modernism, an aesthetic taste masquerading as a scientific philosophy. The High Modernists claimed to be about figuring out the most efficient and high-tech way of doing things, but most of them knew little relevant math or science and were basically just LARPing being rational by placing things in evenly-spaced rectangular grids.


But the High Modernists were pawns in service of a deeper motive: the centralized state wanted the world to be “legible”, ie arranged in a way that made it easy to monitor and control. An intact forest might be more productive than an evenly-spaced rectangular grid of Norway spruce, but it was harder to legislate rules for, or assess taxes on.


The state promoted the High Modernists’ platitudes about The Greater Good as cover, in order to implement the totalitarian schemes they wanted to implement anyway. The resulting experiments were usually failures by the humanitarian goals of the Modernists, but resounding successes by the command-and-control goals of the state. And so we gradually transitioned from systems that were messy but full of fine-tuned hidden order, to ones that were barely-functional but really easy to tax.


II

Suppose you’re a premodern king, maybe one of the Louises who ruled France in the Middle Ages. You want to tax people to raise money for a Crusade or something. Practically everyone in your kingdom is a peasant, and all the peasants produce is grain, so you’ll tax them in grain. Shouldn’t be too hard, right? You’ll just measure how many pints of grain everyone produces, and…



The pint in eighteenth-century Paris was equivalent to 0.93 liters, whereas in Seine-en-Montane it was 1.99 liters and in Precy-sous-Thil, an astounding 3.33 liters. The aune, a measure of length used for cloth, varied depending on the material(the unit for silk, for instance, was smaller than that for linen) and across France there were at least seventeen different aunes.



Okay, this is stupid. Just give everybody evenly-sized baskets, and tell them that baskets are the new unit of measurement.



Virtually everywhere in early modern Europe were endless micropolitics about how baskets might be adjusted through wear, bulging, tricks of weaving, moisture, the thickness of the rim, and so on. In some areas the local standards for the bushel and other units of measurement were kept in metallic form and placed in the care of a trusted official or else literally carved into the stone of a church or the town hall. Nor did it end there. How the grain was to be poured (from shoulder height, which packed it somewhat, or from waist height?), how damp it could be, whether the container could be shaken down, and finally, if and how it was to be leveled off when full were subjects of long and bitter controversy.



Huh, this medieval king business is harder than you thought. Maybe you can just leave this problem to the feudal lords?



Thus far, this account of local measurement practices risks giving the impression that, although local conceptions of distance, area, volume, and so on were different from and more varied than the unitary abstract standards a state might favor, they were nevertheless aiming at objective accuracy. This impression would be false. […]


A good part of the politics of measurement sprang from what a contemporary economist might call the “stickiness” of feudal rents. Noble and clerical claimants often found it difficult to increase feudal dues directly; the levels set for various charges were the result of long struggle, and even a small increase above the customary level was viewed as a threatening breach of tradition. Adjusting the measure, however, represented a roundabout way of achieving the same end.


The local lord might, for example, lend grain to peasants in smaller baskets and insist on repayment in larger baskets. He might surreptitiously or even boldly enlarge the size of the grain sacks accepted for milling (a monopoly of the domain lord) and reduce the size of the sacks used for measuring out flour; he might also collect feudal dues in larger baskets and pay wages in kind in smaller baskets. While the formal custom governing feudal dues and wages would thus remain intact (requiring, for example, the same number of sacks of wheat from the harvest of a given holding), the actual transaction might increasingly favor the lord. The results of such fiddling were far from trivial. Kula estimates that the size of the bushel (boisseau) used to collect the main feudal rent (taille) increased by one-third between 1674 and 1716 as part of what was called the reaction feodale.



Okay, but nobody’s going to make too big a deal about this, right?



This sense of victimization [over changing units of measure] was evident in the cahiers of grievances prepared for the meeting of the Estates General just before the Revolution. […] In an unprecedented revolutionary context where an entirely new political system was being created from first principles, it was surely no great matter to legislate uniform weights and measures. As the revolutionary decree read “The centuries old dream of the masses of only one just measure has come true! The Revolution has given the people the meter!”



Okay, so apparently (you think to yourself as you are being led to the guillotine), it was a big deal after all.


Maybe you shouldn’t have taxed grain. Maybe you should tax land. After all, it’s the land that grows the grain. Just figure out how much land everybody owns, and you can calculate some kind of appropriate tax from there.


So, uh, peasant villagers, how much land does each of you own?



A hypothetical case of customary land tenure practices may help demonstrate how difficult it is to assimilate such practices to the barebones scheme of a modern cadastral map [land survey suitable for tax assessment] […]


Let us imagine a community in which families have usufruct rights to parcels of cropland during the main growing season. Only certain crops, however, may be planted, and every seven years the usufruct land is distributed among resident families according to each family’s size and its number of able-bodied adults. After the harvest of the main-season crop, all cropland reverts to common land where any family may glean, graze their fowl and livestock, and even plant quickly maturing, dry-season crops. Rights to graze fowl and livestock on pasture-land held in common by the village is extended to all local families, but the number of animals that can be grazed is restricted according to family size, especially in dry years when forage is scarce. Families not using their grazing rights can give them to other villagers but not to outsiders. Everyone has the right to gather firewood for normal family needs, and the village blacksmith and baker are given larger allotments. No commercial sale from village woodlands is permitted.


Trees that have been planted and any fruit they may bear are the property of the family who planted them, no matter where they are now growing. Fruit fallen from such tree, however, is the property of anyone who gathers it. When a family fells one of its trees or a tree is felled by a storm, the trunk belongs to the family, the branches to the immediate neighbors, and the “tops” (leaves and twigs) to any poorer villager who carries them off. Land is set aside for use or leasing out by widows with children and dependents of conscripted males. Usufruct rights to land and trees may be let to anyone in the village; the only time they may be let to someone outside the village is if no one in the community wishes to claim them. After a crop failure leading to a food shortage, many of these arrangements are readjusted.



You know what? I’m just going to put you all down as owning ten. Ten land. Everyone okay with that? Cool. Let’s say ten land for everyone and just move on to the next village.



Novoselok village had a varied economy of cultivation, grazing, and forestry… the complex welter of strips was designed to ensure that each village household received a strip of land in every ecological zone. An individual household might have as many as ten to fifteen different plots constituting something of a representative sample of the village’s ecological zones and microclimates. The distribution spread a family’s risks prudently, and from time to time the land was reshuffled as families grew or shrunk… The strips of land were generally straight and parallel so that a readjustment could be made by moving small stakes along just one side of a field, without having to think of areal dimensions. Where the other side of the field was not parallel, the stakes could be shifted to compensate for the fact that the strip lay toward the narrower or wider end of the field. Irregular fields were divided, not according to area, but according to yield.



…huh. Maybe this isn’t going to work. Let’s try it the other way around. Instead of mapping land, we can just get a list with the name of everyone in the village, and go from there.



Only wealthy aristocrats tended to have fixed surnames… Imagine the dilemma of a tithe or capitation-tax collector [in England] faced with a male population, 90% of whom bore just six Christian names (John, William, Thomas, Robert, Richard, and Henry).



Okay, fine. That won’t work either. Surely there’s something else we can do to assess a tax burden on each estate. Think outside the box, scrape the bottom of the barrel!



The door-and-window tax established in France [in the 18th century] is a striking case in point. Its originator must have reasoned that the number of windows and doors in a dwelling was proportional to the dwelling’s size. Thus a tax assessor need not enter the house or measure it, but merely count the doors and windows.


As a simple, workable formula, it was a brilliant stroke, but it was not without consequences. Peasant dwellings were subsequently designed or renovated with the formula in mind so as to have as few openings as possible. While the fiscal losses could be recouped by raising the tax per opening, the long-term effects on the health of the population lasted for more than a century.



Close enough.


III

The moral of the story is: premodern states had very limited ability to tax their citizens effectively. Along with the problems mentioned above – nonstandardized measurement, nonstandardized property rights, nonstandardized personal names – we can add a few others. At this point national languages were a cruel fiction; local “dialects” could be as different from one another as eg Spanish is from Portuguese, so villagers might not even be able to understand the tax collectors. Worst of all, there was no such thing as a census in France until the 17th century, so there wasn’t even a good idea of how many people or villages there were.


Kings usually solved this problem by leaving the tax collection up to local lords, who presumably knew the idiosyncracies of their own domains. But one step wasn’t always enough. If the King only knew Dukes, and the Dukes only knew Barons, and the Barons only knew village headmen, and it was only the village headmen who actually knew anything about the peasants, then you needed a four-step chain to get any taxes. Each link in the chain had an incentive to collect as much as they could and give up as little as they could get away with. So on the one end, the peasants were paying backbreaking punitive taxes. And on the other, the Royal Treasurer was handing the King half a loaf of moldy bread and saying “Here you go, Sire, apparently this is all the grain in France.”


So from the beginning, kings had an incentive to make the country “legible” – that is, so organized and well-indexed that it was easy to know everything about everyone and collect/double-check taxes. Also from the beginning, nobles had an incentive to frustrate the kings so that they wouldn’t be out of a job. And commoners, who figured that anything which made it easier for the State to tax them and interfere in their affairs was bad news, usually resisted too.


Scott doesn’t bring this up, but it’s interesting reading this in the context of Biblical history. It would seem that whoever wrote the Bible was not a big fan of censuses. From 1 Chronicles 21:



Satan rose up against Israel and caused David to take a census of the people of Israel. So David said to Joab and the commanders of the army, “Take a census of all the people of Israel—from Beersheba in the south to Dan in the north—and bring me a report so I may know how many there are.”


But Joab replied, “May the Lord increase the number of his people a hundred times over! But why, my lord the king, do you want to do this? Are they not all your servants? Why must you cause Israel to sin?”


But the king insisted that they take the census, so Joab traveled throughout all Israel to count the people. Then he returned to Jerusalem and reported the number of people to David. There were 1,100,000 warriors in all Israel who could handle a sword, and 470,000 in Judah. But Joab did not include the tribes of Levi and Benjamin in the census because he was so distressed at what the king had made him do.


God was very displeased with the census, and he punished Israel for it. Then David said to God, “I have sinned greatly by taking this census. Please forgive my guilt for doing this foolish thing.” Then the Lord spoke to Gad, David’s seer. This was the message: “Go and say to David, ‘This is what the Lord says: I will give you three choices. Choose one of these punishments, and I will inflict it on you.’”


So Gad came to David and said, “These are the choices the Lord has given you. You may choose three years of famine, three months of destruction by the sword of your enemies, or three days of severe plague as the angel of the Lord brings devastation throughout the land of Israel. Decide what answer I should give the Lord who sent me.”


“I’m in a desperate situation!” David replied to Gad. “But let me fall into the hands of the Lord, for his mercy is very great. Do not let me fall into human hands.”


So the Lord sent a plague upon Israel, and 70,000 people died as a result.



(related: Scott examined some of the same data about Holocaust survival rates as Eichmann In Jerusalem, but made them make a lot more sense: the greater the legibility of the state, the worse for the Jews. One reason Jewish survival in the Netherlands was so low was because the Netherlands had a very accurate census of how many Jews there were and where they lived; sometimes officials saved Jews by literally burning census records).


Centralized government projects promoting legibility have always been a two-steps-forward, one-step back sort of thing. The government very gradually expands its reach near the capital where its power is strongest, to peasants whom it knows will try to thwart it as soon as its back is turned, and then if its decrees survive it pushes outward toward the hinterlands.


Scott describes the spread of surnames. Peasants didn’t like permanent surnames. Their own system was quite reasonable for them: John the baker was John Baker, John the blacksmith was John Smith, John who lived under the hill was John Underhill, John who was really short was John Short. The same person might be John Smith and John Underhill in different contexts, where his status as a blacksmith or place of origin was more important.


But the government insisted on giving everyone a single permanent name, unique for the village, and tracking who was in the same family as whom. Resistance was intense:



What evidence we have suggests that second names of any kind became rare as distance from the state’s fiscal reach increased. Whereas one-third of the households in Florence declared a second name, the proportion dropped to one-fifth for secondary towns and to one-tenth in the countryside. It was not until the seventeenth century that family names crystallized in the most remote and poorest areas of Tuscany – the areas that would have had the least contact with officialdom. […]


State naming practices, like state mapping practices, were inevitably associated with taxes (labor, military service, grain, revenue) and hence aroused popular resistance. The great English peasant rising of 1381 (often called the Wat Tyler Rebellion) is attributed to an unprecedented decade of registration and assessments of poll taxes. For English as well as for Tuscan peasants, a census of all adult males could not but appear ominous, if not ruinous.



The same issues repeated themselves a few hundred years later when Europe started colonizing other continents. Again they encountered a population with naming systems they found unclear and unsuitable to taxation. But since colonial states had more control over their subjects than the relatively weak feudal monarchies of the Middle Ages, they were able to deal with it in one fell swoop, sometimes comically so:



Nowhere is this better illustrated than in the Philippines under the Spanish. Filipinos were instructed by the decree of November 21, 1849 to take on permanent Hispanic surnames. […]


Each local official was to be given a supply of surnames sufficient for his jurisdiction, “taking care that the distribution be made by letters of the alphabet.” In practice, each town was given a number of pages from the alphabetized [catalog], producing whole towns with surnames beginning with the same letter. In situations where there has been little in-migration in the past 150 years, the traces of this administrative exercise are still perfectly visible across the landscape. “For example, in the Bikol region, the entire alphabet is laid out like a garland over the provinces of Albay, Sorsogon, and Catanduanes which in 1849 belonged to the single jurisdiction of Albay. Beginning with A at the provincial capital, the letters B and C mark the towns along the cost beyond Tabaco to Wiki. We return and trace along the coast of Sorosgon the letters E to L, then starting down the Iraya Valley at Daraga with M, we stop with S to Polangui and Libon, and finish the alphabet with a quick tour around the island of Catanduas.


The confusion for which the decree is the antidote is largely that of the administrator and the tax collector. Universal last names, they believe, will facilitate the administration of justice, finance, and public order as well as make it simpler for prospective marriage partners to calculate their degree of consanguinity. For a utilitarian state builder of [Governor] Claveria’s temper, however, the ultimate goal was a complete and legible list of subjects and taxpayers.



This was actually a lot less cute and funny than the alphabetization makes it sound:



What if the Filipinos chose to ignore their new last names? This possibility had already crossed Claveria’s mind, and he took steps to make sure that the names would stick. Schoolteachers were ordered to forbid their students to address or even know one another by any name except the officially inscribed family name. Those teachers who did not apply the rule with enthusiasm were to be punished. More efficacious perhaps, given the minuscule school enrollment, was the proviso that forbade priests and military and civil officials from accepting any document, application, petition, or deed that did not use the official surnames. All documents using other names would be null and void



Similar provisions ensured the replacement of local dialects with the approved national language. Students were only allowed to learn the national language in school and were punished for speaking in vernacular. All formal documents had to be in the national language, which meant that peasants who had formally been able to manage their own legal affairs had to rely on national-language-speaking intermediaries. Scott talks about the effect in France:



One can hardly imagine a more effective formula for immediately devaluing local knowledge and privileging all those who had mastered the official linguistic code. It was a gigantic shift in power. Those at the periphery who lacked competence in French were rendered mute and marginal. They were now in need of a local guide to the new state culture, which appeared in the form of lawyers, notaries, schoolteachers, clerks, and soldiers.



IV

So the early modern period is defined by an uneasy truce between states who want to be able to count and standardize everything, and citizens who don’t want to let them. Enter High Modernism. Scott defines it as



A strong, one might even say muscle-bound, version of the self-confidence about scientific and technical progress, the expansion of production, the growing satisfaction of human needs, the mastery of nature (including human nature), and above all, the rational design of social order commensurate with the scientific understanding of natural laws



…which is just a bit academic-ese for me. An extensional definition might work better: standardization, Henry Ford, the factory as metaphor for the best way to run everything, conquest of nature, New Soviet Man, people with college degrees knowing better than you, wiping away the foolish irrational traditions of the past, Brave New World, everyone living in dormitories and eating exactly 2000 calories of Standardized Food Product (TM) per day, anything that is For Your Own Good, gleaming modernist skyscrapers, The X Of The Future, complaints that the unenlightened masses are resisting The X Of The Future, demands that if the unenlightened masses reject The X Of The Future they must be re-educated For Their Own Good, and (of course) evenly-spaced rectangular grids.


(maybe the best definition would be “everything G. K. Chesterton didn’t like.”)


It sort of sounds like a Young Adult Dystopia, but Scott shocked me with his research into just how strong this ideology was around the turn of the last century. Some of the greatest early 20th-century thinkers were High Modernist to the point of self-parody, the point where a Young Adult Dystopian fiction writer would start worrying they were laying it on a little too thick.


The worst of the worst was Le Corbusier, the French artist/intellectual/architect. The Soviets asked him to come up with a plan to redesign Moscow. He came up with one: kick out everyone, bulldoze the entire city, and redesign it from scratch upon rational principles. For example, instead of using other people’s irrational systems of measurement, they would use a new measurement system invented by Le Corbusier himself, called Modulor, which combined the average height of a Frenchman with the Golden Ratio.


[image: ]
Also, evenly-spaced rectangular grids may have been involved.

The Soviets decided to pass: the plan was too extreme and destructive of existing institutions even for Stalin. Undeterred, Le Corbusier changed the word “Moscow” on the diagram to “Paris”, then presented it to the French government (who also passed). Some aspects of his design eventually ended up as Chandigarh, India.


[image: ]
A typical building in Chandigarh. The Soviets and French must have been kicking themselves when they realized what they’d missed out on.

Le Corbusier was challenged on his obsession with keeping his plan in the face of different local conditions, pre-existing structures, residents who might want a say in the matter, et cetera. Wasn’t it kind of dictatorial? He replied that:



The despot is not a man. It is the Plan. The correct, realistic, exact plan, the one that will provide your solution once the problem has been posited clearly, in its entirety, in its indispensable harmony. This plan has been drawn up well away from the frenzy in the mayor’s office or the town hall, from the cries of the electorate or the laments of society’s victims. It has been drawn up by serene and lucid minds. It has taken account of nothing but human truths. It has ignored all current regulations, all existing usages, and channels. It has not considered whether or not it could be carried out with the constitution now in force. It is a biological creation destined for human beings and capable of realization by modern techniques.



What was so great about this “biological creation” of “serene and lucid minds”? It… might have kind of maybe been evenly-spaced rectangular grids:



People will say: “That’s easily said! But all your intersections are right angles. What about the infinite variations that constitute the reality of our cities?” But that’s precisely the point: I eliminate all these things. Otherwise we shall never get anywhere.


I can already hear the storms of protest and the sarcastic gibes: “Imbecile, madman, idiot, braggart, lunatic, etc.” Thank you very much, but it makes no difference: my starting point is still the same: I insist on right-angled intersections. The intersections shown here are all perfect.



Scott uses Le Corbusier as the epitome of five High Modernist principles.


First, there can be no compromise with the existing infrastructure. It was designed by superstitious people who didn’t have architecture degrees, or at the very least got their architecture degrees in the past and so were insufficiently Modern. The more completely it is bulldozed to make way for the Glorious Future, the better.


Second, human needs can be abstracted and calculated. A human needs X amount of food. A human needs X amount of water. A human needs X amount of light, and prefers to travel at X speed, and wants to live within X miles of the workplace. These needs are easily calculable by experiment, and a good city is the one built to satisfy these needs and ignore any competing frivolities.


Third, the solution is the solution. It is universal. The rational design for Moscow is the same as the rational design for Paris is the same as the rational design for Chandigarh, India. As a corollary, all of these cities ought to look exactly the same. It is maybe permissible to adjust for obstacles like mountains or lakes. But only if you are on too short a budget to follow the rationally correct solution of leveling the mountain and draining the lake to make your city truly optimal.


Fourth, all of the relevant rules should be explicitly determined by technocrats, then followed to the letter by their subordinates. Following these rules is better than trying to use your intuition, in the same way that using the laws of physics to calculate the heat from burning something is better than just trying to guess, or following an evidence-based clinical algorithm is better than just prescribing whatever you feel like.


Fifth, there is nothing whatsoever to be gained or learned from the people involved (eg the city’s future citizens). You are a rational modern scientist with an architecture degree who has already calculated out the precise value for all relevant urban parameters. They are yokels who probably cannot even spell the word architecture, let alone usefully contribute to it. They probably make all of their decisions based on superstition or tradition or something, and their input should be ignored For Their Own Good.


And lest I be unfair to Le Corbusier, a lot of his scientific rational principles made a lot of sense. Have wide roads so that there’s enough room for traffic and all the buildings get a lot of light. Use rectangular grids to make cities easier to navigate. Avoid frivolous decoration so that everything is efficient and affordable to all. Use concrete because it’s the cheapest and strongest material. Keep pedestrians off the streets as much as possible so that they don’t get hit by cars. Use big apartment towers to save space, then use the open space for pretty parks and public squares. Avoid anything that looks like a local touch, because nationalism leads to war and we are all part of the same global community of humanity. It sounded pretty good, and for a few decades the entire urban planning community was convinced.


So, how did it go?


Scott uses the example of Brasilia. Brazil wanted to develop its near-empty central regions and decided to build a new capital in the middle of nowhere. They hired three students of Le Corbusier, most notably Oscar Niemeyer, to build them a perfect scientific rational city. The conditions couldn’t have been better. The land was already pristine, so there was no need to bulldoze Paris first. There were no inconvenient mountains or forests in the way. The available budget was in the tens of billions. The architects rose to the challenge and built them the world’s greatest High Modernist city.


[image: ]
It’s… even more beautiful than I imagined

Yet twenty years after its construction, the city’s capacity of 500,000 residents was only half-full. And it wasn’t the location – a belt of suburbs grew up with a population of almost a million. People wanted to live in the vicinity of Brasilia. They just didn’t want to live in the parts that Niemeyer and the Corbusierites had built.


[image: ]
Brasilia from above. Note both the evenly-spaced rectangular grid of identical buildings in the center, and the fact that most people aren’t living in it.

What happened? Scott writes:



Most of those who have moved to Brasilia from other cities are amazed to discover “that it is a city without crowds.” People complain that Brasilia lacks the bustle of street life, that it has none of the busy street corners and long stretches of storefront facades that animate a sidewalk for pedestrians. For them, it is almost as if the founders of Brasilia, rather than having planned a city, have actually planned to prevent a city. The most common way they put it is to say that Brasilia “lacks street corners,”by which they mean that it lacks the complex intersections of dense neighborhoods comprising residences and public cafes and restaurants with places for leisure, work, and shopping.


While Brasilia provides well for some human needs, the functional separation of work from residence and of both from commerce and entertainment, the great voids between superquadra, and a road system devoted exclusively to motorized traffic make the disappearance of the street corner a foregone conclusion. The plan did eliminate traffic jams; it also eliminated the welcome and familiar pedestrian jams that one of Holston’s informants called “the point of social conviviality


The term brasilite, meaning roughly Brasilia-itis,which was coined by the first-generation residents, nicely captures the trauma they experienced. As a mock clinical condition, it connotes a rejection of the standardization and anonymity of life in Brasilia. “They use the term brasilite to refer to their feelings about a daily life without the pleasures-the distractions, conversations, flirtations, and little rituals of outdoor life in other Brazilian cities.” Meeting someone normally requires seeing them either at their apartment or at work. Even if we allow for the initial simplifying premise of Brasilia’s being an administrative city, there is nonetheless a bland anonymity built into the very structure of the capital. The population simply lacks the small accessible spaces that they could colonize and stamp with the character of their activity, as they have done historically in Rio and Sao Paulo. To be sure, the inhabitants of Brasilia haven’t had much time to modify the city through their practices, but the city is designed to be fairly recalcitrant to their efforts.


“Brasilite,” as a term, also underscores how the built environment affects those who dwell in it. Compared to life in Rio and Sao Paulo, with their color and variety, the daily round in bland, repetitive, austere Brasilia must have resembled life in a sensory deprivation tank. The recipe for high-modernist urban planning, while it may have created formal order and functional segregation, did so at the cost of a sensorily impoverished and monotonous environment—an environment that inevitably took its toll on the spirits of its residents.


The anonymity induced by Brasilia is evident from the scale and exterior of the apartments that typically make up each residential superquadra. For superquadra residents, the two most frequent complaints are the sameness of the apartment blocks and the isolation of the residences (“In Brasilia, there is only house and work”). The facade of each block is strictly geometric and egalitarian. Nothing distinguishes the exterior of one apartment from another; there are not even balconies that would allow residents to add distinctive touches and create semipublic spaces.



Brasilia is interesting only insofar as it was an entire High Modernist planned city. In most places, the Modernists rarely got their hands on entire cities at once. They did build a number of suburbs, neighborhoods, and apartment buildings. There was, however, a disconnect. Most people did not want to buy a High Modernist house or live in a High Modernist neighborhood. Most governments did want to fund High Modernist houses and neighborhoods, because the academics influencing them said it was the modern scientific rational thing to do. So in the end, one of High Modernists’ main contributions to the United States was the projects – ie government-funded public housing for poor people who didn’t get to choose where to live.


I never really “got” Jane Jacobs. I originally interpreted her as arguing that it was great for cities to be noisy and busy and full of crowds, and that we should build neighborhoods that are confusing and hard to get through to force people to interact with each other and prevent them from being able to have privacy, and no one should be allowed to live anywhere quiet or nice. As somebody who (thanks to the public school system, etc) has had my share of being forced to interact with people, and of being placed in situations where it is deliberately difficult to have any privacy or time to myself, I figured Jane Jacobs was just a jerk.


But Scott has kind of made me come around. He rehabilitates her as someone who was responding to the very real excesses of High Modernism. She was the first person who really said “Hey, maybe people like being in cute little neighborhoods”. Her complaint wasn’t really against privacy or order per se as it was against extreme High Modernist perversions of those concepts that people empirically hated. And her background makes this all too understandable – she started out as a journalist covering poor African-Americans who lived in the projects and had some of the same complaints as Brazilians.


Her critique of Le Corbusierism was mostly what you would expect, but Scott extracts some points useful for their contrast with the Modernist points earlier:


First, existing structures are evolved organisms built by people trying to satisfy their social goals. They contain far more wisdom about people’s needs and desires than anybody could formally enumerate. Any attempt at urban planning should try to build on this encoded knowledge, not detract from it.


Second, man does not live by bread alone. People don’t want the right amount of Standardized Food Product, they want social interaction, culture, art, coziness, and a host of other things nobody will ever be able to calculate. Existing structures have already been optimized for these things, and unless you’re really sure you understand all of them, you should be reluctant to disturb them.


Third, solutions are local. Americans want different things than Africans or Indians. One proof of this is that New York looks different from Lagos and from Delhi. Even if you are the world’s best American city planner, you should be very concerned that you have no idea what people in Africa need, and you should be very reluctant to design an African city without extensive consultation of people who understand the local environment.


Fourth, even a very smart and well-intentioned person who is on board with points 1-3 will never be able to produce a set of rules. Most of people’s knowledge is implicit, and most rule codes are quickly replaced by informal systems of things that work which are much more effective (the classic example of this is work-to-rule strikes).


Fifth, although well-educated technocrats may understand principles which give them some advantages in their domain, they are hopeless without the on-the-ground experience of the people they are trying to serve, whose years of living in their environment and dealing with it every day have given them a deep practical knowledge which is difficult to codify.


How did Jacobs herself choose where to live? As per her Wikipedia page:



[Jacobs] took an immediate liking to Manhattan’s Greenwich Village, which did not conform to the city’s grid structure.



V

The same thing that happened with cities happened with farms. The American version was merely farce:



We should recognize that the rationalization of farming on a huge, even national, scale was part of a faith shared by social engineers and agricultural planners throughout the world. And they were conscious of being engaged in a common endeavor… They kept in touch through journals, professional conferences, and exhibitions. The connections were strongest between American agronomists and their Russian colleagues – connections that were not entirely broken even during the Cold War. Working in vastly different economic and political environments, the Russians tended to be envious of the level of capitalization, particularly in mechanization, of American farms while the Americans were envious of the political scope of Soviet planning. The degree to which they were working together to create a new world of large-scale, rational, industrial agriculture can be judged by this brief account of their relationship […]


Many efforts were made to put this faith to the test. Perhaps the most audacious was the Thomas Campbell “farm” in Montana, begun – or, perhaps I should say, founded – in 1918 It was an industrial farm in more than one respect. Shares were sold by prospectuses describing the enterprise as an “industrial opportunity”; J. P. Morgan, the financier, helped to raise $2 million from the public. The Montana Farming Corporation was a monster wheat farm of ninety-five thousand acres, much of it leased from four Native American tribes. Despite the private investment, the enterprise would never have gotten off the ground without help and subsidies from the Department of Interior and the United States Department of Agriculture (USDA).


Proclaiming that farming was about 90 percent engineering and only 10 percent agriculture, Campbell set about standardizing as much of his operation as possible. He grew wheat and flax, two hardy crops that needed little if any attention between planting and harvest time.The land he farmed was the agricultural equivalent of the bulldozed site of Brasilia. It was virgin soil, with a natural fertility that would eliminate the need for fertilizer. The topography also vastly simplified matters: it was flat, with no forests, creeks, rocks, or ridges that would impede the smooth course of machinery over its surface. In other words, the selection of the simplest, most standardized crops and the leasing of something very close to a blank agricultural space were calculated to favor the application of industrial methods […]


This is not the place to chronicle the fortunes of the Montana Farming Corporation, and in any event Deborah Fitzgerald has done so splendidly. Suffice it to note that a drought in the second year and the elimination of a government support for prices the following year led to a collapse that cost J. P. Morgan $1 million. The Campbell farm faced other problems besides weather and prices: soil differences, labor turnover, the difficulty of finding skilled, resourceful workers who would need little supervision. Although the corporation struggled on until Campbell’s death in 1966,it provided no evidence that industrial farms were superior to family farms in efficiency and profitability.



But the Soviet version was tragedy. Instead of raising some money to start a giant farm and seeing it didn’t work, the USSR uprooted millions of peasants, forced them onto collective farms, and then watched as millions of people starved to death due to crop failure. What happened?


Scott really focuses on that claim (above) that farming was “90% engineering and only 10% agriculture”. He says that these huge farms all failed – despite being better-funded, higher-tech, and having access to the wisdom of the top agricultural scientists – exactly because this claim was false. Small farmers may not know much about agricultural science, but they know a lot about farming. Their knowledge is intuitive and local – for example, what to do in a particular climate or soil. It is sometimes passed down over generations, and other times determined through long hours of trial-and-error.


He gave the example of Tanzania, where small farmers grew dozens of different crops together in seeming chaos. Western colonists tried to convince them – often by force – to switch to just growing one thing at a time to reap advantages of efficiency, standardization, and specialization of labor. Only growing one crop in the same field was Agricultural Science 101. But this turned out to be a bad idea in the difficult Tanzanian environment:



The multistoried effect of polyculture has some distinct advantages for yields and soil conservation. “Upper-story” crops shade “lowerstory” crops, which are selected for their ability to thrive in the cooler soil temperature and increased humidity at ground level. Rainfall reaches the ground not directly but as a fine spray that is absorbed with less damage to soil structure and less erosion. The taller crops often serve as a useful windbreak for the lower crops. Finally, in mixed or relay cropping, a crop is in the field at all times, holding the soil together and reducing the leaching effects that sun, wind, and rain exert, particularly on fragile land. Even if polyculture is not to be preferred on the grounds of immediate yield, there is much to recommend it in terms of sustainability and thus long-term production.


Our discussion of mixed cropping has thus far dealt only with the narrow issues of yield and soil conservation. It has overlooked the cultivators themselves and the various other ends that they seek by using such techniques. The most significant advantage of intercropping, Paul Richards claims, is its great flexibility, “the scope [it] offers for a range of combinations to match individual needs and preferences, local conditions, and changing circumstances within each season and from season to season.” Farmers may polycrop in order to avoid labor bottlenecks at planting and at harvest.44Growing many different crops is also an obvious way to spread risks and improve food security. Cultivators can reduce the danger of going hungry if they sow, instead of only one or two cultivars, crops of long and short maturity, crops that are drought resistant and those that do well under wetter conditions, crops with different patterns of resistance to pests and diseases, crops that can be stored in the ground with little loss (such as cassava), and crops that mature in the “hungry time” before other crops are gathered. Finally, and perhaps most important, each of these crops is embedded in a distinctive set of social relations. Different members of the household are likely to have different rights and responsibilities with respect to each crop. The planting regimen, in other words, is a reflection of social relations, ritual needs, and culinary tastes; it is not just a production strategy that a profit-maximizing entrepreneur took straight out of the pages of a text in neoclassical economics.



Nor could this be solved just by adding a pinch of empiricism. A lot of European farming specialists were into empiricism, sort of. What they ended up doing was creating crops that worked really well in a lab but not in actual Tanzania. If they were lucky, they created crops that worked really well on the one experimental farm in Tanzania they fenced off as a testing ground, but not on any other Tanzanian farms. If they were really lucky, they created crops that would grow on Tanzanian farms and be good on whatever single axis they were optimizing (like selling for lots of money) but not in other ways that were equally important to the populace (like being low-risk, or useful for non-food purposes, or resistant to disease, or whatever). And if they were supremely lucky, then they would go to the Tanzanians and say “Hey, we invented a new farming method that solves all your problems!” and the Tanzanians would say “Yeah, we heard rumors about that, so we tried it ourselves, and now we’ve been using it for five years and advanced it way beyond what you were doing.”


There were some scientists who got beyond these failure modes, and Scott celebrates them (while all too often describing how they were marginalized and ignored by the rest of the scientific community). But at the point where you’ve transcended all this, you’re no longer a domain-general agricultural scientist, you’re a Tanzanian farming specialist who’s only one white coat removed from being a Tanzanian farmer yourself.


Even in less exotic locales like Russia, the peasant farmers were extraordinary experts on the conditions of their own farms, their own climates, and their own crops. Take all of these people, transport them a thousand miles away, and give them a perfectly rectangular grid to grow Wheat Cultivar #6 on, and you have a recipe for disaster.


VI

So if this was such a bad idea, why did everyone keep doing it?


Start with the cities. Scott notes that although citizens generally didn’t have a problem with earlier cities, governments did:



Historically, the relative illegibility to outsiders of some urban neighborhoods has provided a vital margin of political safety from control by outside elites. A simple way of determining whether this margin exists is to ask if an outsider would have needed a local guide in order to find her way successfully. If the answer is yes, then the community or terrain in question enjoys at least a small measure of insulation from outside intrusion. Coupled with patterns of local solidarity, this insulation has proven politically valuable in such disparate contexts as eighteenth-and early nineteenth-century urban riots over bread prices in Europe, the Front de Liberation Nationale’s tenacious resistance to the French in the Casbah of Algiers, and the politics of the bazaar that helped to bring down the Shah of Iran. Illegibility, then, has been and remains a reliable resource for political autonomy



This was a particular problem in Paris, which was famous for a series of urban insurrections in the 19th century (think Les Miserables, but about once every ten years or so). Although these generally failed, they were hard to suppress because locals knew the “terrain” and the streets were narrow enough to barricade. Slums full of poor people gathered together formed tight communities where revolutionary ideas could easily spread. The late 19th-century redesign of Paris had the explicit design of destroying these areas and splitting up poor people somewhere far away from the city center where they couldn’t do any harm.


The Soviet collective farms had the same dubious advantage. The problem they “effectively” “solved” was the non-collectivized farmers becoming too powerful and independent a political bloc. They lived in tight-knit little villages that did their own thing, the Party officials who went to these villages to keep order often ended up “going native”, and the Soviets had no way of knowing how much food the farmers were producing and whether they were giving enough of it to the Motherland:



Confronting a tumultuous, footloose, and “headless” rural society which was hard to control and which had few political assets, the Bolsheviks, like the scientific foresters, set about redesigning their environment with a few simple goals in mind. They created, in place of what they had inherited, a new landscape of large, hierarchical, state-managed farms whose cropping patterns and procurement quotas were centrally mandated and whose population was, by law, immobile. The system thus devised served for nearly sixty years as a mechanism for procurement and control at a massive cost in stagnation, waste, demoralization, and ecological failure.



The collectivized farms couldn’t grow much, but people were thrown together in artificial towns designed to make it impossible to build any kind of community: there was nowhere to be except in bed asleep, working in the fields, or at the public school receiving your daily dose of state propaganda. The towns were identical concrete buildings on a grid, which left the locals maximally disoriented (because there are no learnable visual cues) and the officials maximally oriented (because even a foreigner could go to the intersection of Street D and Street 7). All fields were perfectly rectangular and produced Standardized Food Product, so it was (theoretically) easy to calculate how much they should be producing and whether people were meeting that target. And everyone was in the same place, so if there were some sort of problem it was much easier to bring in the army or secret police than if they were split up among a million tiny villages in the middle of nowhere.


So although modernist cities and farms may have started out as attempts to help citizens with living and farming, they ended up as contributors to the great government project of legibility and taxing people effectively. Seeing Like A State summarizes the sort of on-the-ground ultra-empirical knowledge that citizens have of city design and peasants of farming as metis, a Greek term meaning “practical wisdom”. I was a little concerned about this because they seem like two different things. The average citizen knows nothing about city design and in fact does not design cities; cities sort of happen in a weird way through cultural evolution or whatever. The average farmer knows a lot about farming (even if it is implicit and not as book learning) and applies that knowledge directly in how they farm. But Scott thinks these are more or less the same thing, that this thing is a foundation of successful communities and industries, and that ignoring and suppressing it is what makes collective farms and modernist planned cities so crappy. He generalizes this further to almost every aspect of a society – its language, laws, social norms, and economy. But this is all done very quickly, and I feel like there was a sleight of hand between “each farmer eventually figures out how to farm well” and “social norms converge on good values”.


Insofar as Scott squares the above circle, he seems to think that many actors competing with each other will eventually carve out a beneficial equilibrium better than that of any centralized authority. This doesn’t really mesh will with my own fear that many actors competing with each other will eventually shoot themselves in the foot and destroy everything, and I haven’t really seen a careful investigation of when we get one versus the other.


VII

What are we to make of all of this?


Well, for one thing, Scott basically admits to stacking the dice against High Modernism and legibility. He admits that the organic livable cities of old had life expectancies in the forties because nobody got any light or fresh air and they were all packed together with no sewers and so everyone just died of cholera. He admits that at some point agricultural productivity multiplied by like a thousand times and the Green Revolution saved millions of lives and all that, and probably that has something to do with scientific farming methods and rectangular grids. He admits that it’s pretty convenient having a unit of measurement that local lords can’t change whenever they feel like it. Even modern timber farms seem pretty successful. After all those admissions, it’s kind of hard to see what’s left of his case.


(also, I grew up in Irvine, the most planned of planned cities, and I loved it.)


What Scott eventually says is that he’s not against legibility and modernism per se, but he wants to present them as ingredients in a cocktail of state failure. You need a combination of four things to get a disaster like Soviet collective farming (or his other favorite example, compulsory village settlement in Tanzania). First, a government incentivized to seek greater legibility for its population and territory. Second, a High Modernist ideology. Third, authoritarianism. And fourth, a “prostrate civil society”, like in Russia after the Revolution, or in colonies after the Europeans took over.


I think his theory is that the back-and-forth between centralized government and civil society allows scientific advances to be implemented smoothly instead of just plowing over everyone in a way that leads to disaster. I also think that maybe a big part of it is incremental versus sudden: western farming did well because it got to incrementally add advances and see how they worked, but when you threw the entire edifice at Tanzania it crashed and burned.


I’m still not really sure what’s left. Authoritarianism is bad? Destroying civil society is bad? You shouldn’t do things when you have no idea what you’re doing and all you’ve got to go on is your rectangle fetish? The book contained some great historical tidbits, but I’m not sure what overarching lesson I learned from it.


It’s not that I don’t think Scott’s preference for metis over scientific omnipotence has value. I think it has lots of value. I see this all the time in psychiatry, which always has been and to some degree still is really High Modernist. We are educated people who know a lot about mental health, dealing with a poor population who (in the case of one of my patients) refers to Haldol as “Hound Dog”. It’s very easy to get in the trap of thinking that you know better than these people, especially since you often do (I will never understand how many people are shocked when I diagnose their sleep disorder as having something to do with them drinking fifteen cups of coffee a day).


But psychiatric patients have a metis of dealing with their individual diseases the same way peasants have a metis of dealing with their individual plots of land. My favorite example of this is doctors who learn their patients are taking marijuana, refuse to keep prescribing them their vitally important drugs unless the patient promises to stop, and then gets surprised when the patients end up decompensating because the marijuana was keeping them together. I’m not saying smoking marijuana is a good thing. I’m saying that for some people it’s a load-bearing piece of their mental edifice. And if you take it away without any replacement they will fall apart. And they have explained this to you a thousand times and you didn’t believe them.


There are so many fricking patients who respond to sedative medications by becoming stimulated, or stimulant medications by becoming sedated, or who become more anxious whenever they do anti-anxiety exercises, or who hallucinate when placed on some super common medication that has never caused hallucinations in anyone else, or who become suicidal if you try to reassure them that things aren’t so bad, or any other completely perverse and ridiculous violation of the natural order that you can think of. And the only redeeming feature of all of this is that the patients themselves know all of this stuff super-well and are usually happy to tell you if you ask.


I can totally imagine going into a psychiatric clinic armed with the Evidence-Based Guidelines the same way Le Corbusier went into Moscow and Paris armed with his Single Rational City Plan and the same way the agricultural scientists went into Tanzania armed with their List Of Things That Definitely Work In Europe. I expect it would have about the same effect for about the same reason.


(including the part where I would get promoted. I’m not too sure what’s going on there, actually.)


So fine, Scott is completely right here. But I’m only bringing this up because it’s something I’ve already thought about. If I didn’t already believe this, I’d be indifferent between applying the narrative of the wise Tanzanian farmers knowing more than their English colonizers, versus the narrative of the dumb yokels who refuse to get vaccines because they might cause autism. Heuristics work until they don’t. Scott provides us with these great historical examples of local knowledge outdoing scientific acumen, but other stories present us with great historical examples of the opposite, and when to apply which heuristic seems really unclear. Even “don’t bulldoze civil society and try to change everything at once” goes astray sometimes; the Meiji Restoration was wildly successful by doing exactly that.


Maybe I’m trying to take this too far by talking about psychiatry and Meiji Restorations. Most of Scott’s good examples involved either agriculture or resettling peasant villages. This is understandable; Scott is a scholar of colonialism in Southeast Asia and there was a lot of agriculture and peasant resettling going on there. But it’s a pretty limited domain. The book amply proves that peasants know an astounding amount about how to deal with local microclimates and grow local varieties of crops and so on, and frankly I am shocked that anyone with an IQ of less than 180 has ever managed to be a peasant farmer, but how does that apply to the sorts of non-agricultural issues we think about more often?


The closest analogy I can think of right now – maybe because it’s on my mind – is this story about check-cashing shops. Professors of social science think these shops are evil because they charge the poor higher rates, so they should be regulated away so that poor people don’t foolishly shoot themselves in the foot by going to them. But on closer inspection, they offer a better deal for the poor than banks do, for complicated reasons that aren’t visible just by comparing the raw numbers. Poor people’s understanding of this seems a lot like the metis that helps them understand local agriculture. And progressives’ desire to shift control to the big banks seems a lot like the High Modernists’ desire to shift everything to a few big farms. Maybe this is a point in favor of something like libertarianism? Maybe especially a “libertarianism of the poor” focusing on things like occupational licensing, not shutting down various services to the poor because they don’t meet rich-people standards, not shutting down various services to the poor because we think they’re “price-gouging”, et cetera?


Maybe instead of concluding that Scott is too focused on peasant villages, we should conclude that he’s focused on confrontations between a well-educated authoritarian overclass and a totally separate poor underclass. Most modern political issues don’t exactly map on to that – even things like taxes where the rich and the poor are on separate sides don’t have a bimodal distribution. But in cases there are literally about rich people trying to dictate to the poorest of the poor how they should live their lives, maybe this becomes more useful.


Actually, one of the best things the book did to me was make me take cliches about “rich people need to defer to the poor on poverty-related policy ideas” more seriously. This has become so overused that I roll my eyes at it: “Could quantitative easing help end wage stagnation? Instead of asking macroeconomists, let’s ask this 19-year old single mother in the Bronx!” But Scott provides a lot of situations where that was exactly the sort of person they should have asked. He also points out that Tanzanian natives using their traditional farming practices were more productive than European colonists using scientific farming. I’ve had to listen to so many people talk about how “we must respect native people’s different ways of knowing” and “native agriculturalists have a profound respect for the earth that goes beyond logocentric Western ideals” and nobody had ever bothered to tell me before that they actually produced more crops per acre, at least some of the time. That would have put all of the other stuff in a pretty different light.


I understand Scott is an anarchist. He didn’t really try to defend anarchism in this book. But I was struck by his description of peasant villages as this totally separate unit of government which was happily doing its own thing very effectively for millennia, with the central government’s relevance being entirely negative – mostly demanding taxes or starting wars. They kind of reminded me of some pictures of hunter-gatherer tribes, in terms of being self-sufficient, informal, and just never encountering the sorts of economic and political problems that we take for granted. They make communism (the type with actual communes, not the type where you have Five Year Plans and Politburos and gulags) look more attractive. I think Scott was trying to imply that this is the sort of thing we could have if not for governments demanding legibility and a world of universal formal rule codes accessible from the center? Since he never actually made the argument, it’s hard for me to critique it. And I wish there had been more about cultural evolution as separate from the more individual idea of metis.


A final note: Scott often used the word “rationalism” to refer to the excesses of High Modernism, and I’ve deliberately kept it. What relevance does this have for the LW-Yudkowsky-Bayesian rationalist project? I think the similarities are more than semantic; there certainly is a hope that learning domain-general skills will allow people to leverage raw intelligence and The Power Of Science to various different object-level domains. I continue to be doubtful that this will work in the sort of practical domains where people have spent centuries gathering metis in the way Scott describes; this is why I’m wary of any attempt of the rationality movement to branch into self-help. I’m more optimistic about rationalists’ ability to open underexplored areas like existential risk – it’s not like there’s a population of Tanzanian peasants who have spent the last few centuries developing traditional x-risk research whom we are arrogantly trying to replace – and to focus on things that don’t bring any immediate practical gain but which help build the foundations for new philosophies, better communities, and more positive futures. I also think that a good art of rationality would look a lot like metis, combining easily teachable mathematical rules with more implicit virtues which get absorbed by osmosis.


Overall I did like this book. I’m not really sure what I got from its thesis, but maybe that was appropriate. Seeing Like A State was arranged kind of like the premodern forests and villages it describes; not especially well-organized, not really directed toward any clear predetermined goal, but full of interesting things and lovely to spend some time in.

 




















Book Review: Legal Systems Very Different From Ours

November 13, 2017


I

Medieval Icelandic crime victims would sell the right to pursue a perpetrator to the highest bidder. 18th century English justice replaced fines with criminals bribing prosecutors to drop cases. Somali judges compete on the free market; those who give bad verdicts get a reputation that drives away future customers.


“Anarcho-capitalism” evokes a dystopian cyberpunk future. But maybe that’s wrong. Maybe we’ve always been anarcho-capitalist. Maybe a state-run legal system isn’t a fact of nature, but a historical oddity as contingent as collectivized farming or nationalized railroads. Legal Systems Very Different From Ours, by anarcho-capitalist/legal scholar/medieval history buff David Friedman, successfully combines the author’s three special interests into a whirlwind tour of exotic law.


Law is a public good. Crime victims have little economic incentive to punish the perpetrator; if you burn my house down, jailing you won’t un-burn the house. If you steal my gold, I have some interest in catching you and taking it back, but no more than I do in catching some other poor shmuck and taking his gold. It’s only society as a whole that wants to make sure criminals are reliably punished and the innocent consistently safe. This is the classic situation where economists usually recommend government intervention.


But sometimes that doesn’t work. Maybe you live in an area like Somalia or medieval Ireland without a strong centralized government. Maybe you live in a strato-klepto-kakocracy run by warlords who can’t even pronounce “jurisprudence”, let alone enforce it. Maybe you’re a despised minority group whom the State wants nothing to do with, or who wants nothing to do with the State.


Gypsies living scattered in foreign countries have generally wanted to run their own communities by their own rules. Nothing stops some of them from calling themselves a “legislature” or a “court” and claiming to make laws or pass sentences. But something does stop them from trying to enforce them: from the State’s point of view, a “court” that executes an offender is just a bunch of Gypsies who got together and committed murder. So the Vlach Rom – Romanian Gypsies – organize courts called kris which enforce their sentences with threat of banishment from the community.


Gypsies traditionally believe in marime, a sort of awful pollution that infects people who don’t follow the right rituals; anyone who interacts with polluted people will become polluted themselves. Kris courts can declare the worst offenders polluted, ensuring their speedy ostracization from Gypsy society. And since non-Gypsies are polluted by default, the possibility of ostracism and forced integration into non-Gypsy society will seem intolerable:



The effectiveness of that threat [of ostracism] depends on how easily the exiled gypsy can function outside of his community. The marimé rules (and similar rules in other societies) provide a mechanism for isolating the members of the community. Gaije, non-gypsies, do not know the marimé rules and so do not and cannot obey them. It follows that they are all polluted, unclean, carriers of a contagious disease, people whom no Rom in his right mind would willingly choose to associate with; when and if such association is unavoidable it must be taken with great care. The gypsy view of gaije, reinforced by the gaije view of gypsies as uneducated and illiterate thieves and swindlers, eliminates the exit option and so empowers the kris to enforce gypsy law by the threat of exclusion from the only tolerable human society.



This reminds me of The Use And Abuse Of Witchdoctors For Life: once your culture has a weird superstition, it can get plugged into various social needs to become a load-bearing part of the community structure.


Amish also live under the authority of a foreign culture and have settled on a similar system, with a twist. The basic unit of Amish society is the church congregation; Amish settlements big enough to support multiple churches will have many congregations mixed together. Each congregation will have its own rules, especially about which technologies their members are or aren’t allowed to use. Amish people who violate their congregation’s rules, either by using forbidden technology or by the usual litany of sins, are punished with public confession or temporary ostracism. Amish people who refuse to abide by lesser punishments are excommunicated, though they can be un-excommunicated if they change their minds and agree to follow the court’s orders.


Amish congregations are nominally democratic, but in practice Friedman calls them dictatorship-like because everyone votes the way the bishop wants. But they are a “competitive dictatorship”; since there are so many different congregations in the same town, an Amish family who doesn’t like their congregation’s leadership or legal system can move to another congregation and agree to be bound by their laws instead. This makes it a rare remaining example of a polycentric legal system outside anarcho-capitalist fantasies or Too Like The Lightning:



Such a system can be viewed as a competitive market for legal rules, constrained, like other competitive markets, to produce about the product that the customers want. Competitive dictatorship is the mechanism we routinely use to control hotels and restaurants; the customers have no vote on what color the walls are painted or what is on the menu, but an absolute vote on which one they patronize.



They do encounter the same problem as the Gypsies: can you just commit a crime, then accept your ostracism and integrate with another society somewhere else? The Amish have some internal mechanisms to prevent this: congregations are usually on good terms with each other, but if Congregation A accepts a member being shunned by Congregation B, then all of Congregation B’s members will shun all of Congregation A’s members. In practice, this makes it easy to switch rules as a member in good standing who honestly doesn’t like the laws, but hard to break the laws and get away with it.


Of course, you can still leave the Amish community and go join broader American society. But have you seen broader American society?


18th century England had a government, a court system, and some minimal law enforcement – but it really sucked. There were no public prosecutors; anyone who felt like it could bring a criminal to court and start prosecuting him, but if nobody felt like it then the crime remained unpunished. Prosecuting took a lot of time and money and was generally a thankless task. And the government didn’t want to go to the expense of imprisoning people, so they usually just hanged convicted offenders (if the crime seemed really bad) or pardoned them (if it didn’t seem to merit hanging). The exotic anarcho-capitalist part comes in as English civil society creates its own structures to work around these limitations.


Merchants, landowners, and other people with wealth banded together in mutual-protection-insurance-groups. Everyone in the group would pay a fixed amount yearly, and if one of them got robbed the group would use the money to hire a prosecutor to try the criminal. Group members would publish their names in the newspaper to help inform thieves whom it was a bad idea to rob. But this wasn’t about leaving poor people out to dry. The groups would also help indigents who couldn’t afford their own prosecutors, partly out of a desire to crack down on crime before it reached the point where it could inconvenience them. They wouldn’t help people who could have afforded insurance but declined anyway, though – otherwise there would be no incentive to buy in.


(if this sounds familiar, it’s from another, very different David Friedman book)


What about the lack of good punishments? Once a trial was underway, prosecutors would usually cut a deal: the offender would bribe the prosecutor with a certain amount, and the prosecutor would drop the case. The size of the bribe would vary based on how much the offender could pay, the extent of their crime, and the facts of the case (and therefore the likelihood of the magistrate choosing hanging vs. pardon). This not only helped tailor the punishment more precisely to the crime, but helped defer the cost of prosecution: victims (or their mutual-protection-insurance-groups) were incentivized to press charges because they could recoup their costs through the bribes paid to drop them:



What both modern and contemporary commentators seem to have missed is that, however corrupt such arrangements might be from a legal standpoint, they helped solve the fundamental problem of private prosecution. The possibility of compounding provided an incentive to prosecute-it converted the system into something more like a civil system, where a victim sues in the hope of collecting money damages. And while compounding might save the criminal from the noose, he did not get off scott free. He ended up paying, to the prosecutor, what was in effect a fine.



10th through 13th century Iceland was in the same position as the Vlach Rom: a legislature (the Althing), some courts, but no executive branch. Unlike the Rom, the Icelanders’ problem wasn’t foreign oppressors – it was that they were the Viking equivalent of those hard-core libertarians who live in compounds in Montana where the Feds can’t reach them. In this case “the Feds” were the forces of King Harald Fairhair, who had just taken over and centralized power in Norway. Some Norwegians decided they would rather live on a remote and frequently-exploding piece of rock on the edge of the world than be anyone’s subject: thus, medieval Iceland.


If an Icelander thought a crime had happened, they would go to court and plead the case themselves. If the court pronounced a guilty verdict, it would demand a penalty from the criminal. Usually this was a fine paid to the victim; even murders were punished with wergeld. If the criminal paid the fine voluntarily, all was well. If they refused – or didn’t even come to court – then the court could declare the criminal an outlaw, meaning it was legal to kill him and take his stuff. And:



One obvious objection to a system of private enforcement is that the poor (or weak) would be defenseless. The Icelandic system dealt with this problem by giving the victim a property right – the right to be reimbursed by the criminal – and making that right transferable. The victim could turn over his case to someone else, either gratis or in return for a consideration. A man who did not have sufficient resources to prosecute a case or enforce a verdict could sell it to another who did and who expected to make a profit in both money and reputation by winning the case and collecting the fine. This meant that an attack on even the poorest victim could lead to eventual punishment.


A second objection is that the rich (or powerful) could commit crimes with impunity, since nobody would be able to enforce judgment against them. Where power is sufficiently concentrated this might be true; this was one of the problems which led to the eventual breakdown of the Icelandic legal system in the thirteenth century. But so long as power was reasonably dispersed, as it seems to have been for the first two centuries after the system was established, this was a less serious problem. A man who refused to pay his fines was outlawed and would probably not be supported by as many of his friends as the plaintiff seeking to enforce judgment, since in case of violent conflict his defenders would find themselves legally in the wrong. If the lawbreaker defended himself by force, every injury inflicted on the partisans of the other side would result in another suit, and every refusal to pay another fine would pull more people into the coalition against him.


There is a scene in Njal’s Saga that provides striking evidence of the stability of this system. Conflict between two groups has become so intense that open fighting threatens to break out in the middle of the court. A leader of one faction asks a benevolent neutral what he will do for them in case of a fight. He replies that if they are losing he will help them, and if they are winning he will break up the fight before they kill more men than they can afford! Even when the system seems so near to breaking down, it is still assumed that every enemy killed must eventually be paid for. The reason is obvious enough; each man killed will have friends and relations who are still neutral–and will remain neutral if and only if the killing is made up for by an appropriate wergeld.



I think this is asking: are we sure you can’t end up with outlaw cascades, where everyone just agrees to be outlaws together? Suppose Warren Buffett cuts off my arm. The court asks him to pay a fine, and he refuses, so the court declares him an outlaw and legally killable. I gather some of my friends to form a posse to kill him, but he hires a hundred bodyguards to resist me. There’s a fight, the bodyguards kill my friends, and the court fines the bodyguards. They don’t pay, so the court declares the bodyguards outlaws. I gather a thousand people to kill Buffett and/or his hundred bodyguards, and Buffett and his bodyguards pool their money to hire a whole force of mercenaries to resist us. The mercenaries kill lots of us, the court fines them, and the mercenaries don’t pay. Now the court declares the mercenaries outlaws. But it seems like at some point maybe more than half the population of Iceland will be outlaws, and then maybe they just have to declare a new legal system or something.


An Icelander might retort: why doesn’t that happen in modern America? A policeman catches you dealing drugs, so you offer the policeman $10,000 to let it pass. The policeman refuses because it’s illegal and he would get in trouble. Well, you say, what’s the worst thing that could happen if you got in trouble? The police would come after you? But police would hesitate to arrest a fellow officer, plus we’ve already established that they can be deflected with bribes. Sure, there’s a stable equilibrium where you arrest me right now. But there’s also a stable equilibrium where 51%+ of the nation’s police join our sordid bribery chain, accumulate more power than the law-abiding police, and end up as some weird mercenary army that takes over the country and rewrites the law to their own advantage.


This is a good place to remember that David Friedman is also the author of A Positive Account Of Property Rights, maybe the single most mind-opening essay I’ve ever read. No summary can do it justice, but the basic outline is that governmental “legitimacy” is the government’s position as a conspicuous Schelling point for everybody who wants to avoid civil war/the state of nature/a worse government. Once it’s common knowledge that a government is legitimate, everyone expects everyone else to enforce its rules, and so they’ll enforce its rules in turn until it becomes common knowledge that the government isn’t legitimate anymore. This works just as well in medieval Icelandic anarcho-capitalism as it does in modern America. Just because our government dresses all of its enforcers-of-state-sanctioned violence in snazzy uniforms and makes them work out of the same building doesn’t make the whole system any less of a mass hallucination.


II

This book works well alongside James Scott’s Seeing Like A State and the whole discourse around cultural evolution.


In Seeing Like A State, ordinary people living their daily lives blunder into highly advanced systems for doing whatever it is they do. Primitive farmers will know every tiny detail about exactly when to plant which crops, and how to exploit microvariations in soil quality, and know ridiculous tricks like planting fish heads in the ground as fertilizer. Ordinary city-dwellers will organically build houses and stores and streets in exactly the right fractal patterns to maximize some measure of quality of life. Scott dubs this “metis”, an evolved intuitive sense of practical wisdom that often outperforms seemingly more scientific solutions.


Many of the societies Friedman profiles in Legal Systems Very Different From Ours seem to operate on metis. Most don’t know who developed their legal system; in a few of them, it is explicitly declared to have been the work of God. Most don’t really know why their legal system works – in some cases, Friedman only gives an economic analysis of why some rule might exist after admitting that previous scholarship (both modern academic, and within the society in question) has failed to come up with answers. And a lot of them are too brilliant, and need too many weird interlocking parts, to be the work of any single person.


“Cultural evolution” is the idea that cultures evolve in a way analogous to biological organisms. The definition gets kind of fuzzy – if I come up with a good idea and my culture adopts it, is that the result of “cultural evolution” or ordinary human ingenuity? `But a lot of people find the concept to have some value – and if it has any at all, Legal Systems Very Different From Ours has to include some of the best examples.


Friedman frames this in economic terms. Social “entrepreneurs” come up with some new system that solves a need, and it catches on by raising the utility of everyone involved. The mutual-protection-insurance-groups of 18th century England work this way: somebody invents them and offers the opportunity for other people to sign on, everyone who does ends up better off than the people who doesn’t, and they eventually reach fixation. Same with the criminal-prosecutor bribes; someone thinks it up, it leaves both sides better off, so everybody who hears about it does it. Viewed very optimistically, wherever there’s a problem in your culture, institutions to solve the problem will magically appear and spread until everybody does them.


Conflict is an especially fertile ground for cultural innovation. Friedman stresses how many legal systems, including advanced ones with lawyers and codes and everything, show signs of originating from feud systems, which might be the most basic form of law. They work like this: “If you offend me in some way, I will try to kill you”. A slightly more advanced version that takes account of possibly power differentials between offender and victim: “If you offend me in some way, everybody in my family will try to kill everybody in your family”. This originally sounds unpromising, but it turns out that people really don’t want their family members murdered. So we end up with an even more advanced version: “If you offend me in some way, we had better find some way to arbitrate our dispute, or else everybody in my family will try to kill everybody in your family”.


The Somali system seems to be somewhere around here: if two people have a dispute, they find a mutually agreeable judge to arbitrate; the judge will decide who’s in the wrong and what fine they need to pay to make it right. If someone refuses to go to the judge, or refuses to abide by the judge’s decision, then it’s family-member-killing time. Needless to say, Somali judges’ services remain popular. And since judges gain status by arbitrating, and since only judges who make widely-regarded-as-good decisions get invited to keep doing so, there’s economic pressure for the judges to make good decisions (which then go down as precedent and inspire future cases). It’s easy to see how something like this can turn into a perfectly respectable legal system where people totally forget that killing each other’s family members is even an option. Catch it at this last stage, and hear enough people admit they have no idea who “invented” their legal system, and it looks like it appeared by magic.


In fact, one of the most interesting things I got from this book is that all legal systems need a punishment of last resort – one that can be enforced whether or not the offender agrees with it – but these punishments practically never happen in real life. The Gypsies and Amish will ostracize members who defy the court – but since everyone lives in fear of ostracization, in real life they’ll just pay the fine or make their public confession or whatever. The English will hang criminals at the drop of a hat – but since the threat of hanging incentivizes them to bribe prosecutors, in reality few people will need to be hanged. The Icelandic courts could declare offenders outlaws who can be killed without repercussion – but the threat encourages Icelanders to pay the wergeld, and nobody has to get outlawed. The Somalis are ready to have murderous family feuds – but the possibility of such a feud keeps people willing to go to arbitration. Even our own legal system works like this. The police can physically drag you to jail, kicking and screaming. But more likely you’re going to plea bargain, or agree to community service, or at least be cooperative and polite while the police take you away. Plea bargains – which are easier for prosecutors, easier for defendants, and easier for taxpayers – seem like a good example of cultural evolution in action; once someone thought them up, there was no way they weren’t going to take over everything despite their very serious costs.


III

Three other things worth noting about Legal Systems Very Different From Ours.


First, something kept seeming off about all the legal systems mentioned, which only clicked into place about halfway through: they really, really didn’t seem prepared for crime. A lot of them worked on a principle like: “If there’s a crime, we’ll call together a court made of all the town elders, plus at least three different religious leaders, plus the heads of the families of everybody involved, plus a representative of the Great King, plus nine different jurists from nine different universities, and all of them will meet on the Field Of Meeting, and a great tent will be erected, and…” The whole thing sounded like it might work as long as there was like one crime a year. Any more than that and none of the society’s officials would ever have time for anything else.


As weird as it is to punish murder with a fine, the fines these societies levied for murder sounded really high: the Islamic price was a hundred camels, the Irish price was seven female slaves. The average person wouldn’t have that many slaves or camels, so people in Arabia or Ireland would band together into clan/family-based blood-money-paying-groups that acted kind of like insurance companies. If a member got convicted of a crime, everyone else would come together to help them pony up the money. I assume this helped incentivize people’s families to discourage them from committing crimes. But it has the same feeling of nobody expecting very many crimes to be committed. How much of medieval Arabia’s GDP consisted of transfers of 100 camels from murderers to victims’ families?


One little-admitted but much-worried-about justification for mass incarceration in our society is the concern that some people are just so naturally violent that, left in the outside world, they would offend again and again until they died. The societies in this book didn’t seem to worry about this. If someone killed, their family would give up the relevant number of camels, and then everyone would be on their way. As far as I can tell, the Amish have no idea what to do about any crime more dire than using a telephone. Nobody used anything at all like incarceration. 18th century England occasionally sent prisoners somewhere horrible like America, but once the colonies revolted they experimented with jails, found them too expensive, and just sort of flailed around punishment-less until they finally discovered Australia.


There’s a lot of concern about police brutality, police racism, police failure-to-actually-control crime, et cetera. A few far-leftists have flirted with the idea of abolishing police, and the only way I can make sense of this is by analogy to something like Somali or Icelandic law. These were genuine community-based non-hierarchical legal systems. And, for the place and the time, they seem to have worked really well (Somaliland, which uses traditional Somali law, is doing way better than Somalia proper, whose law system is somewhat westernized). But I also know that it’s weirdly hard to get a good picture of how modern crime rates compare to ancient ones. On the one hand are statistics like the ones saying crime has increased by an order of magnitude since 1900 or so; on the other are findings like Steven Pinker’s that violence is constantly declining. Apply the “court made of town elders plus at least three different religious leaders plus…” to Baltimore, and the Field Of Meeting is going to get pretty crowded. On the other hand, in my past work with criminals I’ve been constantly surprised by how much role their families and their communities still play in their lives, and maybe a system that left legal enforcement up to them would do better than the overstretched and underperforming police.


(but what would the transfer process look like? Just cancel all funding for the Baltimore Police Department and hope for the best?)


Second, some complaints that are kind of unfair because they’re along the lines of “this book is too good”, but which probably need a mention.


Whenever I read a book by anyone other than David Friedman about a foreign culture, it sounds like “The X’wunda give their mother-in-law three cows every monsoon season, then pluck out their own eyes as a sacrifice to Humunga, the Volcano God”.


And whenever I read David Friedman, it sounds like “The X’wunda ensure positive-sum intergenerational trade by a market system in which everyone pays the efficient price for continued economic relationships with their spouse’s clan; they demonstrate their honesty with a costly signal of self-mutilation that creates common knowledge of belief in a faith whose priests are able to arbitrate financial disputes.”


This is great, and it’s important to fight the temptation to think of foreign cultures as completely ridiculous idiots who do stuff for no reason. But it all works out so neatly – and so much better than when anyone else treats the same topics – that I’m always nervous if I’m not familiar enough with the culture involved to know whether they’re being shoehorned into a mold that’s more rational-self-interest-maximizing than other anthropologists (or they themselves) would recognize.


And also, the cultural evolution idea is really optimistic. I’ve been trying to read a bit more about Marxism and Postmodernism lately, and they would be pretty skeptical about analyzing social systems by asking “What large-scale problem of human interaction is this system the exactly optimal solution for?”


Like, there’s a perspective where lots of countries have a King, because societies that have a single central nexus to their coordination structure are able to coordinate better than ones that don’t, and having them rule for life promotes long-term thinking, and them be hereditary provides a clear Schelling Point for secession disputes that prevents civil war and cleverly ensures that the previous ruler is incentivized to promote the peaceful transfer of power to the next one, and this is why constitutional monarchies have slightly higher yearly GDP growth than other forms of government.


And there’s another perspective where lots of countries have a King, because some guy seized so much power that he can live in a giant palace and order people around all day instead of doing work. And if anyone tries to prevent him from doing that, he can arrange to have that person beheaded. Legal Systems Very Different From Ours is very much part of the first perspective. It’s a story of nations and legal systems evolving towards ever-more-optimal and ever-more-efficient institutions for the good of all, and it presents strong evidence supporting that story. I can’t disagree with its evidence from within its narrative, but I still wonder how much to worry about this alternate way of looking at things.


Third, in all of the fretting about how terrible our government is, and trying to change our government to be less terrible, and trying to convince other people to go along with our terribleness-decreasing government change proposals – it’s important to keep on remembering the degree to which you can still pretty much do whatever you want.


In New York, Orthodox Jews with business disputes still bring them before a tribunal of rabbis, who judge them based on Jewish law. In Pennsylvania, the Amish live their own lives in their own way pretty much completely disconnected from US government decisions (although they needed a decent lobby group, the Amish Steering Committee, to work out a few special exemptions like from the draft). Socialists occasionally set up worker-owned companies run for the good of the proletariat, and they make products and earn money just like everyone else.


If you don’t like the government, you’re out of luck. But if you and your whole community don’t like the government, you can organize your own internal relations however you want. You can’t override existing laws – you’ll still have to pay taxes, and you can’t set up a bomb-making factory in your backyard. But you can add as many new laws as you want, enforced by threat of ostracism from your community, plus any other clever commitment mechanisms you can think of. There’s nothing stopping communities – a broad term covering anything from villages to church congregations to cults to political organizations to online message boards – from creating internal welfare systems to help their poorer members, taking a say in when their members marry or divorce, making home schools that educated their members’ children, demanding their members in business treat their employees or business partners a certain way, et cetera.


Right now doctors’ services are super-bloated and expensive because if a patient sues them they can be held liable for not filling out any of seven zillion forms or following any of twenty zillion best practices. But if the doctor only saw patients in their own community, and everyone in the community had mutual arbitration methods that worked better than the courts, maybe they could charge a fraction of the current price. This might not be illegal, as long as the community wasn’t based on a protected group like race or religion. There just aren’t many existing communities strong enough to make it work.


But some small seeds are starting to sprout. Social justice communities have sexual harassment policies much stronger than those of the country at large, and enforce them by ostracism and public shaming. Christians are trying to build the Benedict Option, an embedded society that works on Christian norms and rules. And there’s always the seasteading movement, currently led by – oh, that’s interesting – David Friedman’s son. Legal Systems Very Different From Ours hints that we could build something like Archipelago gradually, without anybody noticing. The Jews and Gypsies did something like it. So did the Amish. Maybe all we have to do is start threatening to feud against each other’s families, and utopia is right around the corner.




 Legal Systems Very Different From Ours is available for free online at this link.
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 Previously in sequence: Epistemic Learned Helplessness.


I

“Culture is the secret of humanity’s success” sounds like the most vapid possible thesis. The Secret Of Our Success by anthropologist Joseph Henrich manages to be an amazing book anyway.


Henrich wants to debunk (or at least clarify) a popular view where humans succeeded because of our raw intelligence. In this view, we are smart enough to invent neat tools that help us survive and adapt to unfamiliar environments.


Against such theories: we cannot actually do this. Henrich walks the reader through many stories about European explorers marooned in unfamiliar environments. These explorers usually starved to death. They starved to death in the middle of endless plenty. Some of them were in Arctic lands that the Inuit considered among their richest hunting grounds. Others were in jungles, surrounded by edible plants and animals. One particularly unfortunate group was in Alabama, and would have perished entirely if they hadn’t been captured and enslaved by local Indians first.


These explorers had many advantages over our hominid ancestors. For one thing, their exploration parties were made up entirely of strong young men in their prime, with no need to support women, children, or the elderly. They were often selected for their education and intelligence. Many of them were from Victorian Britain, one of the most successful civilizations in history, full of geniuses like Darwin and Galton. Most of them had some past experience with wilderness craft and survival. But despite their big brains, when faced with the task our big brains supposedly evolved for – figuring out how to do hunting and gathering in a wilderness environment – they failed pathetically.


Nor is it surprising that they failed. Hunting and gathering is actually really hard. Here’s Henrich’s description of how the Inuit hunt seals:



You first have to find their breathing holes in the ice. It’s important that the area around the hole be snow-covered—otherwise the seals will hear you and vanish. You then open the hole, smell it to verify it’s still in use (what do seals smell like?), and then assess the shape of the hole using a special curved piece of caribou antler. The hole is then covered with snow, save for a small gap at the top that is capped with a down indicator. If the seal enters the hole, the indicator moves, and you must blindly plunge your harpoon into the hole using all your weight. Your harpoon should be about 1.5 meters (5ft) long, with a detachable tip that is tethered with a heavy braid of sinew line. You can get the antler from the previously noted caribou, which you brought down with your driftwood bow.


The rear spike of the harpoon is made of extra-hard polar bear bone (yes, you also need to know how to kill polar bears; best to catch them napping in their dens). Once you’ve plunged your harpoon’s head into the seal, you’re then in a wrestling match as you reel him in, onto the ice, where you can finish him off with the aforementioned bear-bone spike.


Now you have a seal, but you have to cook it. However, there are no trees at this latitude for wood, and driftwood is too sparse and valuable to use routinely for fires. To have a reliable fire, you’ll need to carve a lamp from soapstone (you know what soapstone looks like, right?), render some oil for the lamp from blubber, and make a wick out of a particular species of moss. You will also need water. The pack ice is frozen salt water, so using it for drinking will just make you dehydrate faster. However, old sea ice has lost most of its salt, so it can be melted to make potable water. Of course, you need to be able to locate and identify old sea ice by color and texture. To melt it, make sure you have enough oil for your soapstone lamp.



No surprise that stranded explorers couldn’t figure all this out. It’s more surprising that the Inuit did. And although the Arctic is an unusually hostile place for humans, Henrich makes it clear that hunting-gathering techniques of this level of complexity are standard everywhere. Here’s how the Indians of Tierra del Fuego make arrows:



Among the Fuegians, making an arrow requires a 14-step procedure that involves using seven different tools to work six different materials. Here are some of the steps:


	The process begins by selecting the wood for the shaft, which preferably comes from chaura, a bushy, evergreen shrub. Though strong and light, this wood is a non-intuitive choice since the gnarled branches require extensive straightening (why not start with straighter branches?).

	The wood is heated, straightened with the craftsman’s teeth, and eventually finished with a scraper. Then, using a pre-heated and grooved stone, the shaft is pressed into the grooves and rubbed back and forth, pressing it down with a piece of fox skin. The fox skin becomes impregnated with the dust, which prepares it for the polishing stage (Does it have to be fox skin?).

	Bits of pitch, gathered from the beach, are chewed and mixed with ash (What if you don’t include the ash?).

	The mixture is then applied to both ends of a heated shaft, which must then be coated with white clay (what about red clay? Do you have to heat it?). This prepares the ends for the fletching and arrowhead.

	Two feathers are used for the fletching, preferably from upland geese (why not chicken feathers?).

	Right-handed bowman must use feathers from the left wing of the bird, and vice versa for lefties (Does this really matter?).

	The feathers are lashed to the shaft using sinews from the back of the guanaco, after they are smoothed and thinned with water and saliva (why not sinews from the fox that I had to kill for the aforementioned skin?).


Next is the arrowhead, which must be crafted and then attached to the shaft, and of course there is also the bow, quiver and archery skills. But, I’ll leave it there, since I think you get the idea.



How do hunter-gatherers know how to do all this? We usually summarize it as “culture”. How did it form? Not through some smart Inuit or Fuegian person reasoning it out; if that had been it, smart European explorers should have been able to reason it out too.


The obvious answer is “cultural evolution”, but Henrich isn’t much better than anyone else at taking the mystery out of this phrase. Trial and error must have been involved, and less successful groups/people imitating the techniques of more successful ones. But is that really a satisfying explanation?


I found the chapter on language a helpful reminder that we already basically accept something like this is true. How did language get invented? I’m especially interested in this question because of my brief interactions with conlanging communities – people who try to construct their own languages as a hobby or as part of a fantasy universe, like Tolkien did with Elvish. Most people are terrible at this; their languages are either unusable, or exact clones of English. Only people who (like Tolkien) already have years of formal training in linguistics can do a remotely passable job. And you’re telling me the original languages were invented by cavemen? Surely there was no committee of Proto-Indo-European nomads that voted on whether to have an inflecting or agglutinating tongue? Surely nobody ran out of their cave shouting “Eureka!” after having discovered the interjection? We just kind of accept that after cavemen working really hard to communicate with each other, eventually language – still one of the most complicated and impressive productions of the human race – just sort of happened.


(this is how I feel about biological evolution too – how do you evolve an eye by trial and error? I’ve read papers speculating on the exact process, and they make lots of good points, but I still don’t feel happy about it, like “Oh, of course this would happen!” At some point you just have to accept evolution is smarter than you are and smarter than you would expect to be possible.)


Taking the generation of culture as secondary to this kind of mysterious process, Henrich turns to its transmission. If cultural generation happens at a certain rate, then the fidelity of transmission determines whether a given society advances, stagnates, or declines.


For Henrich, humans started becoming more than just another species of monkey when we started transmitting culture with high fidelity. Some anthropologists talk about the Machiavellian Intelligence Hypothesis – the theory that humans evolved big brains in order to succeed at social maneuvering and climbing dominance hierarchies. Henrich counters with his own Cultural Intelligence Hypothesis – humans evolved big brains in order to be able to maintain things like Inuit seal hunting techniques. Everything that separates us from the apes is part of an evolutionary package designed to help us maintain this kind of culture, exploit this kind of culture, or adjust to the new abilities that this kind of culture gave us.


II

Secret gives many examples of many culture-related adaptations, and not all are in the brain.


Our digestive tracts evolved alongside our cultures. Specifically, they evolved to be unusually puny:



Our mouths are the size of the squirrel monkey’s, a species that weighs less than three pounds. Chimpanzees can open their mouths twice as ide as we can and hold substantial amounts of food compressed between their lips and large teeth. We also have puny jaw muscles that reach up only to just below our ears. Other primates’ jaw muscles stretch to the top of their heads, where they sometimes even latch onto a central bony ridge. Our stomachs are small, having only a third of the surface area that we’d expect for a primate of our size, and our colons are too short, being only 60% of their expected mass.



Compared to other animals, we have such atrophied digestive tracts that we shouldn’t be able to live. What saves us? All of our food processing techniques, especially cooking, but also chopping, rinsing, boiling, and soaking. We’ve done much of the work of digestion before food even enters our mouths. Our culture teaches us how to do this, both in broad terms like “hold things over fire to cook them” and in specific terms like “this plant needs to be soaked in water for 24 hours to leach out the toxins”. Each culture has its own cooking knowledge related to the local plants and animals; a frequent cause of death among European explorers was cooking things in ways that didn’t unlock any of the nutrients, and so starving while apparently well-fed.


Fire is an especially important food processing innovation, and it is entirely culturally transmitted. Henrich is kind of cruel in his insistence on this. He recommends readers go outside and try to start a fire. He even gives some helpful hints – flint is involved, rubbing two sticks together works for some people, etc. He predicts – and stories I’ve heard from unfortunate campers confirm – that you will not be able to do this, despite an IQ far beyond that of most of our hominid ancestors. In fact, some groups (most notably the aboriginal Tasmanians) seem to have lost the ability to make fire, and never rediscovered it. Fire-making was discovered a small number of times, maybe once, and has been culturally transmitted since then.


But it’s not just about chopping things up or roasting them. Traditional food processing techniques can get arbitrarily complicated. Nixtamalization of corn, necessary to prevent vitamin deficiencies, involves soaking the corn in a solution containing ground-up burnt seashells. The ancient Mexicans discovered this and lived off corn just fine for millennia. When the conquistadors took over, they ignored it and ate corn straight. For four hundred years, Europeans and Americans ate unnixtamalized corn. By official statistics, three million Americans came down with corn-related vitamin deficiencies during this time, and up to a hundred thousand died. It wasn’t until 1937 that Western scientists discovered which vitamins were involved and developed an industrial version of nixtamalization that made corn safe. Early 1900s Americans were very smart and had lots of advantages over ancient Mexicans. But the ancient Mexicans’ culture got this one right in a way it took Westerners centuries to match.


Our hands and limbs also evolved alongside our cultures. We improved dramatically in some areas: after eons of tool use, our hands outclass those of any other ape in terms of finesse. In other cases, we devolved systems that were no longer necessary; we are much weaker than any other ape. Henrich describes a circus act of the 1940s where the ringmaster would challenge strong men in the audience to wrestle a juvenile chimpanzee. The chimpanzee was tied up, dressed in a mask that prevented it from biting, and wearing soft gloves that prevented it from scratching. No human ever lasted more than five seconds. Our common ancestor with other apes grew weaker and weaker as we became more and more reliant on artificial weapons to give us an advantage.


Even our sweat glands evolved alongside culture. Humans are persistence hunters: they cannot run as fast as gazelles, but they can keep running for longer than gazelles (or almost anything else). Why did we evolve into that niche? The secret is our ability to carry water. Every hunter-gatherer culture has invented its own water-carrying techniques, usually some kind of waterskin. This allowed humans to switch to perspiration-based cooling systems, which allowed them to run as long as they want.


III

But most of our differences from other apes are indeed in the brain. They’re just not where you’d expect.


Tomasello et al tested human toddlers vs. apes on a series of traditional IQ type questions. The match-up was surprisingly fair; in areas like memory, logic, and spatial reasoning, the three species did about the same. But in ability to learn from another person, humans wiped the floor with the other two ape species:


[image: ]

Remember, Henrich thinks culture accumulates through random mutation. Humans don’t have control over how culture gets generated. They have more control over how much of it gets transmitted to the next generation. If 100% gets transmitted, then as more and more mutations accumulate, the culture becomes better and better. If less than 100% gets transmitted, then at some point new culture gained and old culture lost fall into equilibrium, and your society stabilizes at some higher or lower technological level. This means that transmitting culture to the next generation is maybe the core human skill. The human brain is optimized to make this work as well as possible.


Human children are obsessed with learning things. And they don’t learn things randomly. There seem to be “biases in cultural learning”, ie slots in an infant’s mind that they know need to be filled with knowledge, and which they preferentially seek out the knowledge necessary to fill.


One slot is for language. Human children naturally listen to speech (as early as in the womb). They naturally prune the phonemes they are able to produce and distinguish to the ones in the local language. And they naturally figure out how to speak and understand what people are saying, even though learning a language is hard even for smart adults.


Another slot is for animals. In a world where megafauna has been relegated to zoos, we still teach children their ABCs with “L is for lion” and “B is for bear”, and children still read picture books about Mr. Frog and Mrs. Snake holding tea parties. Henrich suggests that just as the young brain is hard-coded to want to learn language, so it is hard-coded to want to learn the local animal life (maybe little boys’ vehicle obsession is an outgrowth of this – buses and trains are the closest thing to local megafauna that most of them will encounter!)


Another slot is for plants:



To see this system in operation, let’s consider how infants respond to unfamiliar plants. Plants are loaded with prickly thorns, noxious oils, stinging nettles and dangerous toxins, all genetically evolved to prevent animals like us from messing with them. Given our species wide geographic range and diverse use of plants as foods, medicines and construction materials, we ought to be primed to both learn about plants and avoid their dangers. To explore this idea in the lab, the psychologists Annie Wertz and Karen Wynn first gave infants, who ranged in age from eight to eighteen months, an opportunity to touch novel plants (basil and parsley) and artifacts, including both novel objects and common ones, like wooden spoons and small lamps.


The results were striking. Regardless of age, many infants flatly refused to touch the plants at all. When they did touch them, they waited substantially longer than they did with the artifacts. By contrast, even with the novel objects, infants showed none of this reluctance. This suggests that well before one year of age infants can readily distinguish plants from other things, and are primed for caution with plants. But, how do they get past this conservative predisposition?


The answer is that infants keenly watch what other people do with plants, and are only inclined to touch or eat the plants that other people have touched or eaten. In fact, once they get the ‘go ahead’ via cultural learning, they are suddenly interested in eating plants. To explore this, Annie and Karen exposed infants to models who both picked fruit from plants and also picked fruit-like things from an artifact of similar size and shape to the plant. The models put both the fruit and the fruit-like things in their mouths. Next, the infants were given a choice to go for the fruit (picked from the plant) or the fruit-like things picked from the object. Over 75% of the time the infants went for the fruit, not the fruit-like things, since they’d gotten the ‘go ahead’ via cultural learning.


As a check, the infants were also exposed to models putting the fruit or fruit-like things behind their ears(not in their mouths). In this case, the infants went for the fruit or fruit-like things in equal measure. It seems that plants are most interesting if you can eat them, but only if you have some cultural learning cues that they aren’t toxic.


After Annie first told me about her work while I was visiting Yale in 2013, I went home to test it on my 6-month-old son, Josh. Josh seemed very likely to overturn Annie’s hard empirical work, since he immediately grasped anything you gave him and put it rapidly in his mouth. Comfortable in his mom’s arms, I first offered Josh a novel plastic cube. He delighted in grapping it and shoving it directly into his mouth, without any hesitation. Then, I offered him a sprig of arugula. He quickly grabbed it, but then paused, looked with curious uncertainty at it, and then slowly let it fall from his hand while turning to hug his mom.


It’s worth pointing out how rich the psychology is here. Not only do infants have to recognize that plants are different from objects of similar size, shape and color, but they need to create categories for types of plants, like basil and parsley, and distinguish ‘eating’ from just ‘touching’. It does them little good to code their observation of someone eating basil as ‘plants are good to eat’ since that might cause them to eat poisonous plants as well as basil. But, it also does them little good to narrowly code the observation as ‘that particular sprig of basil is good to eat’ since that particular sprig has just been eaten by the person they are watching. This another content bias in cultural learning.



This ties into the more general phenomenon of figuring out what’s edible. Most Westerners learn insects aren’t edible; some Asians learn that they are. This feels deeper than just someone telling you insects aren’t edible and you believing them. When I was in Thailand, my guide offered me a giant cricket, telling me it was delicious. I believed him when he said it was safe to eat, I even believed him when he said it tasted good to him, but my conditioning won out – I didn’t eat the cricket. There seems to be some process where a child’s brain learns what is and isn’t locally edible, then hard-codes it against future change.


(Or so they say; I’ve never been able to eat shrimp either.)


Another slot is for gender roles. By now we’ve all heard the stories of progressives who try to raise their children without any exposure to gender. Their failure has sometimes been taken as evidence that gender is hard-coded. But it can’t be quite that simple: some modern gender roles, like girls = pink, are far from obvious or universal. Instead, it looks like children have a hard-coded slot that gender roles go into, work hard to figure out what the local gender roles are (even if their parents are trying to confuse them), then latch onto them and don’t let go.


In the Cultural Intelligence Hypothesis, humans live in obligate symbiosis with a culture. A brain without an associated culture is incomplete and not very useful. So the infant brain is adapted to seek out the important aspects of its local culture almost from birth and fill them into the appropriate slots in order to become whole.


IV

The next part of the book discusses post-childhood learning. This plays an important role in hunter-gatherer tribes:



While hunters reach their peak strength and speed in their twenties, individual hunting success does not peak until around age 30, because success depends more on know-how and refined skills than on physical prowess.



This part of the book made most sense in the context of examples like the Inuit seal-hunting strategy which drove home just how complicated and difficult hunting-gathering was. Think less “Boy Scouts” and more “PhD”; a primitive tribesperson’s life requires mastery of various complicated technologies and skills. And the difference between “mediocre hunter” and “great hunter” can be the difference between high status (and good mating opportunities) and low status, or even between life and death. Hunter-gatherers really want to learn the essentials of their hunter-gatherer lifestyle, and learning it is really hard. Their heuristics are:


Learn from people who are good at things and/or widely-respected. If you haven’t already read about the difference between dominance and prestige hierarchies, check out Kevin Simler’s blog post on the topic. People will fear and obey authority figures like kings and chieftains, but they give a different kind of respect (“prestige”) to people who seem good at things. And since it’s hard to figure out who’s good at things (can a non-musician who wants to start learning music tell the difference between a merely good performer and one of the world’s best?) most people use the heuristic of respecting the people who other people respect. Once you identify someone as respect-worthy, you strongly consider copying them in, well, everything:



To understand prestige as a social phenomenon, it’s crucial to realize that it’s often difficult to figure out what precisely makes someone successful. In modern societies, the success of a star NBA basketball player might arise from his:


	intensive practice in the offseason

	sneaker preference

	sleep schedule

	pre-game prayer

	special vitamins

	taste for carrots


Any or all of these might increase his success. A naïve learner can’t tell all the causal links between an individual’s practices and his success. As a consequence, learners often copy their chosen models broadly across many domains. Of course, learners may place more weight on domains that for one reason or other seem more causally relevant to the model’s success. This copying often includes the model’s personal habits or styles as well as their goals and motivations, since these may be linked to their success. This “if in doubt, copy it” heuristic is one of the reasons why success in one domain converts to influence across a broad range of domains.


The immense range of celebrity endorsements in modern societies shows the power of prestige. For example, NBA star Lebron James, who went directly from High School to the pros, gets paid millions to endorse State Farm Insurance. Though a stunning basketball talent, it’s unclear why Mr. James is qualified to recommend insurance companies. Similarly, Michael Jordan famously wore Hanes underwear and apparently Tiger Woods drove Buicks. Beyonce’ drinks Pepsi (at least in commercials). What’s the connection between musical talent and sugary cola beverages?


Finally, while new medical findings and public educational campaigns only gradually influence women’s approach to preventive medicine, Angelina Jolie’s single OP-ED in the New York Times, describing her decision to get a preventive double mastectomy after learning she had the ‘faulty’ BRCA1 gene, flooded clinics from the U.K. to New Zealand with women seeking genetic screenings for breast cancer. Thus, an unwanted evolutionary side effect, prestige turns out to be worth millions, and represents a powerful and underutilized public health tool.



Of course, this creates the risk of prestige cascades, where some irrelevant factor (Henrich mentions being a reality show star) catapults someone to fame, everyone talks about them, and you end up with Muggeridge’s definition of a celebrity: someone famous for being famous.


Some of this makes more sense if you go back to the evolutionary roots, and imagine watching the best hunter in your tribe to see what his secret is, or being nice to him in the hopes that he’ll take you under his wing and teach you stuff.


(but if all this is true, shouldn’t public awareness campaigns that hire celebrity spokespeople be wild successes? Don’t they just as often fail, regardless of how famous a basketball player they can convince to lecture schoolchildren about how Winners Don’t Do Drugs?)


Learn from people who are like you. If you are a man, it is probably a bad idea to learn fashion by observing women. If you are a servant, it is probably a bad idea to learn the rules of etiquette by observing how the king behaves. People are naturally inclined to learn from people more similar to themselves.


Henrich ties this in to various studies showing that black students learn best from a black teacher, female students from a female teacher, et cetera.


Learn from old people. Humans are almost unique in having menopause; most animals keep reproducing until they die in late middle-age. Why does evolution want humans to stick around without reproducing?


Because old people have already learned the local culture and can teach it to others. Henrich asks us to throw out any personal experience we have of elders; we live in a rapidly-changing world where an old person is probably “behind the times”. But for most of history, change happened glacially slowly, and old people would have spent their entire lives accumulating relevant knowledge. Imagine a Silicon Valley programmer stumped by a particularly tough bug in his code calling up his grandfather, who has seventy years’ experience in the relevant programming language.


Sometimes important events only happen once in a generation. Henrich tells the story of an Australian aboriginal tribe facing a massive drought. Nobody knew what to do except Paralji, the tribe’s oldest man, who had lived through the last massive drought and remembered where his own elders had told him to find the last-resort waterholes.


This same dynamic seems to play out even in other species:



In 1993, a severe drought hit Tanzania, resulting in the death of 20% of the African elephant calves in a population of about 200. This population contained 21 different families, each of which was led by a single matriarch. The 21 elephant families were divided into 3 clans, and each clan shared the same territory during the wet season (so, they knew each other). Researchers studying these elephants have analyzed the survival of the calves and found that families led by older matriarchs suffered fewer deaths of their calves during this drought.


Moreover, two of the three elephant clans unexpectedly left the park during the drought, presumably in search of water, and both had much higher survival rates than the one clan that stayed behind. It happens that these severe droughts only hit about once every four to five decades, and the last one hit about 1960. After that, sadly, elephant poaching in the 1970’s killed off many of the elephants who would have been old enough in 1993 to recall the 1960 drought. However, it turns out that exactly one member of each of the two clans who left the park, and survived more effectively, were old enough to recall life in 1960. This suggests, that like Paralji in the Australian desert, they may have remembered what to do during a severe drought, and led their groups to the last water refuges. In the clan who stayed behind, the oldest member was born in 1960, and so was too young to have recalled the last major drought.


More generally, aging elephant matriarchs have a big impact on their families, as those led by older matriarchs do better at identifying and avoiding predators (lions and humans), avoiding internal conflicts and identifying the calls of their fellow elephants. For example, in one set of field experiments, researchers played lion roars from both male and female lions, and from either a single lion or a trio of lions. For elephants, male lions are much more dangerous than females, and of course, three lions are always worse than only one lion. All the elephants generally responded with more defensive preparations when they heard three lions vs. one. However, only the older matriarchs keenly recognized the increased dangers of male lions over female lions, and responded to the increased threat with elephant defensive maneuvers.



V

I was inspired to read Secret by Scholar’s Stage’s review. I hate to be unoriginal, but after reading the whole book, I agree that the three sections Tanner cites – on divination, on manioc, and on shark taboos – are by far the best and most fascinating.


On divination:



When hunting caribou, Naskapi foragers in Labrador, Canada, had to decide where to go. Common sense might lead one to go where one had success before or to where friends or neighbors recently spotted caribou.


However, this situation is like [the Matching Pennies game]. The caribou are mismatchers and the hunters are matchers. That is, hunters want to match the locations of caribou while caribou want to mismatch the hunters, to avoid being shot and eaten. If a hunter shows any bias to return to previous spots, where he or others have seen caribou, then the caribou can benefit (survive better) by avoiding those locations (where they have previously seen humans). Thus, the best hunting strategy requires randomizing.


Can cultural evolution compensate for our cognitive inadequacies? Traditionally, Naskapi hunters decided where to go to hunt using divination and believed that the shoulder bones of caribou could point the way to success. To start the ritual, the shoulder blade was heated over hot coals in a way that caused patterns of cracks and burnt spots to form. This patterning was then read as a kind of map, which was held in a pre-specified orientation. The cracking patterns were (probably) essentially random from the point of view of hunting locations, since the outcomes depended on myriad details about the bone, fire, ambient temperature, and heating process. Thus, these divination rituals may have provided a crude randomizing device that helped hunters avoid their own decision-making biases.


This is not some obscure, isolated practice, and other cases of divination provide more evidence. In Indonesia, the Kantus of Kalimantan use bird augury to select locations for their agricultural plots. Geographer Michael Dove argues that two factors will cause farmers to make plot placements that are too risky. First, Kantu ecological models contain the Gambler’s Fallacy, and lead them to expect floods to be less likely to occur in a specific location after a big flood in that location (which is not true). Second… Kantus pay attention to others’ success and copy the choices of successful households, meaning that if one of their neighbors has a good yield in an area one year, many other people will want to plant there in the next year. To reduce the risks posed by these cognitive and decision-making biases, Kantu rely on a system of bird augury that effectively randomizes their choices for locating garden plots, which helps them avoid catastrophic crop failures. Divination results depend not only on seeing a particular bird species in a particular location, but also on what type of call the bird makes (one type of call may be favorable, and another unfavorable).


The patterning of bird augury supports the view that this is a cultural adaptation. The system seems to have evolved and spread throughout this region since the 17th century when rice cultivation was introduced. This makes sense, since it is rice cultivation that is most positively influenced by randomizing garden locations. It’s possible that, with the introduction of rice, a few farmers began to use bird sightings as an indication of favorable garden sites. On-average, over a lifetime, these farmers would do better – be more successful – than farmers who relied on the Gambler’s Fallacy or on copying others’ immediate behavior. Whatever the process, within 400 years, the bird augury system spread throughout the agricultural populations of this Borneo region. Yet, it remains conspicuously missing or underdeveloped among local foraging groups and recent adopters of rice agriculture, as well as among populations in northern Borneo who rely on irrigation. So, bird augury has been systematically spreading in those regions where it’s most adaptive.



Scott Aaronson has written about how easy it is to predict people trying to “be random”:



In a class I taught at Berkeley, I did an experiment where I wrote a simple little program that would let people type either “f” or “d” and would predict which key they were going to push next. It’s actually very easy to write a program that will make the right prediction about 70% of the time. Most people don’t really know how to type randomly. They’ll have too many alternations and so on. There will be all sorts of patterns, so you just have to build some sort of probabilistic model. Even a very crude one will do well. I couldn’t even beat my own program, knowing exactly how it worked. I challenged people to try this and the program was getting between 70% and 80% prediction rates. Then, we found one student that the program predicted exactly 50% of the time. We asked him what his secret was and he responded that he “just used his free will.”



But being genuinely random is important in pursuing mixed game theoretic strategies. Henrich’s view is that divination solved this problem effectively.


I’m reminded of the Romans using augury to decide when and where to attack. This always struck me as crazy; generals are going to risk the lives of thousands of soldiers because they saw a weird bird earlier that morning? But war is a classic example of when a random strategy can be useful. If you’re deciding whether to attack the enemy’s right vs. left flank, it’s important that the enemy can’t predict your decision and send his best defenders there. If you’re generally predictable – and Scott Aaronson says you are – then outsourcing your decision to weird birds might be the best way to go.


And then there’s manioc. This is a tuber native to the Americas. It contains cyanide, and if you eat too much of it, you get cyanide poisoning. From Henrich:



In the Americas, where manioc was first domesticated, societies who have relied on bitter varieties for thousands of years show no evidence of chronic cyanide poisoning. In the Colombian Amazon, for example, indigenous Tukanoans use a multistep, multiday processing technique that involves scraping, grating, and finally washing the roots in order to separate the fiber, starch, and liquid. Once separated, the liquid is boiled into a beverage, but the fiber and starch must then sit for two more days, when they can then be baked and eaten. Figure 7.1 shows the percentage of cyanogenic content in the liquid, fiber, and starch remaining through each major step in this processing.


Such processing techniques are crucial for living in many parts of Amazonia, where other crops are difficult to cultivate and often unproductive. However, despite their utility, one person would have a difficult time figuring out the detoxification technique. Consider the situation from the point of view of the children and adolescents who are learning the techniques. They would have rarely, if ever, seen anyone get cyanide poisoning, because the techniques work. And even if the processing was ineffective, such that cases of goiter (swollen necks) or neurological problems were common, it would still be hard to recognize the link between these chronic health issues and eating manioc. Most people would have eaten manioc for years with no apparent effects. Low cyanogenic varieties are typically boiled, but boiling alone is insufficient to prevent the chronic conditions for bitter varieties. Boiling does, however, remove or reduce the bitter taste and prevent the acute symptoms (e.g., diarrhea, stomach troubles, and vomiting).


So, if one did the common-sense thing and just boiled the high-cyanogenic manioc, everything would seem fine. Since the multistep task of processing manioc is long, arduous, and boring, sticking with it is certainly non-intuitive. Tukanoan women spend about a quarter of their day detoxifying manioc, so this is a costly technique in the short term. Now consider what might result if a self-reliant Tukanoan mother decided to drop any seemingly unnecessary steps from the processing of her bitter manioc. She might critically examine the procedure handed down to her from earlier generations and conclude that the goal of the procedure is to remove the bitter taste. She might then experiment with alternative procedures by dropping some of the more labor-intensive or time-consuming steps. She’d find that with a shorter and much less labor-intensive process, she could remove the bitter taste. Adopting this easier protocol, she would have more time for other activities, like caring for her children. Of course, years or decades later her family would begin to develop the symptoms of chronic cyanide poisoning.


Thus, the unwillingness of this mother to take on faith the practices handed down to her from earlier generations would result in sickness and early death for members of her family. Individual learning does not pay here, and intuitions are misleading. The problem is that the steps in this procedure are causally opaque—an individual cannot readily infer their functions, interrelationships, or importance. The causal opacity of many cultural adaptations had a big impact on our psychology.


Wait. Maybe I’m wrong about manioc processing. Perhaps it’s actually rather easy to individually figure out the detoxification steps for manioc? Fortunately, history has provided a test case. At the beginning of the seventeenth century, the Portuguese transported manioc from South America to West Africa for the first time. They did not, however, transport the age-old indigenous processing protocols or the underlying commitment to using those techniques. Because it is easy to plant and provides high yields in infertile or drought-prone areas, manioc spread rapidly across Africa and became a staple food for many populations. The processing techniques, however, were not readily or consistently regenerated. Even after hundreds of years, chronic cyanide poisoning remains a serious health problem in Africa. Detailed studies of local preparation techniques show that high levels of cyanide often remain and that many individuals carry low levels of cyanide in their blood or urine, which haven’t yet manifested in symptoms. In some places, there’s no processing at all, or sometimes the processing actually increases the cyanogenic content. On the positive side, some African groups have in fact culturally evolved effective processing techniques, but these techniques are spreading only slowly.



Rationalists always wonder: how come people aren’t more rational? How come you can prove a thousand times, using Facts and Logic, that something is stupid, and yet people will still keep doing it?


Henrich hints at an answer: for basically all of history, using reason would get you killed.


A reasonable person would have figured out there was no way for oracle-bones to accurately predict the future. They would have abandoned divination, failed at hunting, and maybe died of starvation.


A reasonable person would have asked why everyone was wasting so much time preparing manioc. When told “Because that’s how we’ve always done it”, they would have been unsatisfied with that answer. They would have done some experiments, and found that a simpler process of boiling it worked just as well. They would have saved lots of time, maybe converted all their friends to the new and easier method. Twenty years later, they would have gotten sick and died, in a way so causally distant from their decision to change manioc processing methods that nobody would ever have been able to link the two together.


Henrich discusses pregnancy taboos in Fiji; pregnant women are banned from eating sharks. Sure enough, these sharks contain chemicals that can cause birth defects. The women didn’t really know why they weren’t eating the sharks, but when anthropologists demanded a reason, they eventually decided it was because their babies would be born with shark skin rather than human skin. As explanations go, this leaves a lot to be desired. How come you can still eat other fish? Aren’t you worried your kids will have scales? Doesn’t the slightest familiarity with biology prove this mechanism is garbage? But if some smart independent-minded iconoclastic Fijian girl figured any of this out, she would break the taboo and her child would have birth defects.


In giving humans reason at all, evolution took a huge risk. Surely it must have wished there was some other way, some path that made us big-brained enough to understand tradition, but not big-brained enough to question it. Maybe it searched for a mind design like that and couldn’t find one. So it was left with this ticking time-bomb, this ape that was constantly going to be able to convince itself of hare-brained and probably-fatal ideas.


Here, too, culture came to the rescue. One of the most important parts of any culture – more important than the techniques for hunting seals, more important than the techniques for processing tubers – is techniques for making sure nobody ever questions tradition. Like the belief that anyone who doesn’t conform is probably a witch who should be cast out lest they bring destruction upon everybody. Or the belief in a God who has commanded certain specific weird dietary restrictions, and will torture you forever if you disagree. Or the fairy tales where the prince asks a wizard for help, and the wizard says “You may have everything you wish forever, but you must never nod your head at a badger”, and then one day the prince nods his head at a badger, and his whole empire collapses into dust, and the moral of the story is that you should always obey weird advice you don’t understand.


There’s a monster at the end of this book. Humans evolved to transmit culture with high fidelity. And one of the biggest threats to transmitting culture with high fidelity was Reason. Our ancestors lived in Epistemic Hell, where they had to constantly rely on causally opaque processes with justifications that couldn’t possibly be true, and if they ever questioned them then they might die. Historically, Reason has been the villain of the human narrative, a corrosive force that tempts people away from adaptive behavior towards choices that “sounded good at the time”.


Why are people so bad at reasoning? For the same reason they’re so bad at letting poisonous spiders walk all over their face without freaking out. Both “skills” are really bad ideas, most of the people who tried them died in the process, so evolution removed those genes from the population, and successful cultures stigmatized them enough to give people an internalized fear of even trying.


VI

This book belongs alongside Seeing Like A State and the works of G.K. Chesterton as attempts to justify tradition, and to argue for organically-evolved institutions over top-down planning. What unique contribution does it make to this canon?


First, a lot more specifically anthropological / paleoanthropological rigor than the other two.


Second, a much crisper focus: Chesterton had only the fuzziest idea that he was writing about cultural evolution, and Scott was only a little clearer. I think Henrich is the only one of the three to use the term, and once you hear it, it’s obviously the right framing.


Third, a sense of how traditions contain the meta-tradition of defending themselves against Reason, and a sense for why this is necessary.


And fourth, maybe we’re not at the point where we really want unique contributions yet. Maybe we’re still at the point where we have to have this hammered in by more and more examples. The temptation is always to say “Ah, yes, a few simple things like taboos against eating poisonous plants may be relics of cultural evolution, but obviously by now we’re at the point where we know which traditions are important vs. random looniness, and we can rationally stick to the important ones while throwing out the garbage.” And then somebody points out to you that actually divination using oracle bones was one of the important traditions, and if you thought you knew better than that and tried to throw it out, your civilization would falter.


Maybe we just need to keep reading more similarly-themed books until this point really sinks in, and we get properly worried.

 




















Book Review: Secular Cycles

August 12, 2019


I

There is a tide in the affairs of men. It cycles with a period of about three hundred years. During its flood, farms and businesses prosper, and great empires enjoy golden ages. During its ebb, war and famine stalk the land, and states collapse into barbarism.
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Chinese population over time

At least this is the thesis of Peter Turchin and Sergey Nefedov, authors of Secular Cycles. They start off Malthusian: due to natural reproduction, population will keep increasing until it reaches the limits of what the land can support. At that point, everyone will be stuck at subsistence level. If any group ever enjoys a standard of living above subsistence level, they will keep reproducing until they are back down at subsistence.


Standard Malthusian theory evokes images of a population stable at subsistence level forever. But Turchin and Nefedov argues this isn’t how it works. A population at subsistence will always be one meal away from starving. When a famine hits, many of them will starve. When a plague hits, they will already be too sickly to fight it off. When conflict arrives, they will be desperate enough to enlist in the armies of whichever warlord can offer them a warm meal.


These are not piecemeal events, picking off just enough of the population to bring it back to subsistence. They are great cataclysms. The Black Plague killed 30% – 60% of Europeans; the Antonine Plague of Rome was almost as deadly. The Thirty Years War killed 25% – 40% of Germans; the Time of Troubles may have killed 50% of medieval Russia.


Thus the secular cycle. When population is low, everyone has more than enough land. People grow rich and reproduce. As time goes on, the same amount of farmland gets split among more and more people. Wages are driven down to subsistence. War, Famine, and Pestilence ravage the land, with Death not far behind. The killings continue until population is low again, at which point the cycle starts over.


This applies mostly to peasants, who are most at risk of starving. But nobles go through a related process. As a cycle begins, their numbers are low. As time goes on, their population expands, both through natural reproduction and through upward mobility. Eventually, there are more nobles than there are good positions…


(this part confused me a little. Shouldn’t number of good positions scale with population? IE if one baron rules 1,000 peasants, the number of baronial positions should scale with the size of a society. I think T&N hint at a few answers. First, some positions are absolute rather than relative, eg “King” or “Minister of the Economy”. Second, noble numbers may sometimes increase faster than peasant numbers, since nobles have more food and better chances to reproduce. Third, during boom times, the ranks of nobles are swelled through upward mobility. Fourth, conspicuous consumption is a ratchet effect: during boom times, the expectations of nobility should gradually rise. Fifth, sometimes the relevant denominator is not peasants but land: if a noble only has one acre of land, it doesn’t matter how many peasants he controls. Sixth, nobles usually survive famines and plagues pretty well, so after those have done their work, there are far fewer peasants but basically the same number of nobles. All of these factors contribute to excess noble population – or as T&N call it, “elite overproduction”)


…and the nobles form “rival patronage networks” to fight for the few remaining good spots. The state goes from united (or at least all nobles united against the peasants) to divided, with coalitions of nobles duking it out (no pun intended). This can lead either to successful peasant rebellion, as some nobles support the peasants as part of inter-noble power plays, or just to civil war. Although famine and plague barely affect nobles, war affects them disproportionately – both because they were often knights or other front-line soldiers, and because killing the other side’s nobles was often a major strategic goal (think Game of Thrones). So a civil war usually further depletes the already-depleted peasant population, and finally depletes noble populations, leading to a general underpopulation and the beginning of the next cycle.
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Combine these two processes, and you get the basic structure of a secular cycle. There are about a hundred years of unalloyed growth, as peasant and noble populations rebound from the last disaster. During this period, the economy is strong, the people are optimistic and patriotic, and the state is strong and united.


After this come about fifty years of “stagflation”. There is no more room for easy growth, but the system is able to absorb the surplus population without cracking. Peasants may not have enough land, but they go to the city in search of jobs. Nobles may not have enough of the positions they want, but they go to college in order to become bureaucrats, or join the retinues of stronger nobles. The price of labor reaches its lowest point, and the haves are able to exploit the desperation of the have-nots to reach the zenith of their power. From the outside, this period can look like a golden age: huge cities buzzing with people, universities crammed with students, ultra-rich nobles throwing money at the arts and sciences. From the inside, for most people it will look like a narrowing of opportunity and a hard-to-explain but growing sense that something is wrong.


After this comes a crisis. The mechanisms that have previously absorbed surplus population fail. Famine and disease ravage the peasantry. State finances fall apart. Social trust and patriotism disappear as it becomes increasingly obvious that it’s every man for himself and that people with scruples will be defeated or exploited by people without.


After this comes the depression period (marked “intercycle” on the graph above, but I’m going to stick with the book’s term). The graph makes it look puny, but it can last 100 to 150 years. During this period, the peasant population is low, but the noble population is still high. This is most likely an era of very weak or even absent state power, barbarian invasions, and civil war. The peasant population is in a good position to expand, but cannot do so because wars keep killing people off or forcing them into walled towns where they can’t do any farming. Usually it takes a couple more wars and disasters before the noble population has decreased enough to reverse elite overproduction. At this point the remaining nobles look around, decide that there is more than enough for all of them, and feel incentivized to cooperate with the formation of a strong centralized state.


This cycle is interwoven with a second 40-60 year process that T&N call the “fathers-and-sons cycle” or “bigenerational cycle”. The data tend to show waves of disorder about every 40-60 years. During the “integrative trend” (T&N’s term for the optimistic growth and stagflation phases), these can just be minor protests or a small rebellion that is easily crushed. During the “disintegrative trend” (crisis + depression), they usually represent individual outbreaks of civil war. For example, during the Roman Republic, the violence around the death of Tiberius Gracchus in 133 BC was relatively limited, because Rome had not yet entered its crisis phase. 40 years later, in the depths of the crisis phase, there was a second outbreak of violence (91 – 82 BC) including the Social War and Sulla’s wars, which escalated to full-scale (though limited) civil war. 40 years later there was a third outbreak (49 – 27 BC) including Caesar and Augustus’s very large civil wars. After that the new integrative trend started and further violence was suppressed.


In Secular Cycles, T&N mostly just identify this pattern from the data and don’t talk a lot about what causes it. But in some of Turchin’s other work, he applies some of the math used to model epidemics in public health. His model imagines three kinds of people: naives, radicals, and moderates. At the start of a cycle, most people are naive, with a few radicals. Radicals gradually spread radicalism, either by converting their friends or provoking their enemies (eg a terrorist attack by one side convinces previously disengaged people to join the other side). This spreads like any other epidemic. But as violence gets worse, some people convert to “moderates”, here meaning not “wishy-washy people who don’t care” but something more like “people disenchanted with the cycle of violence, determined to get peace at any price”. Moderates suppress radicals, but as they die off most people are naive and the cycle begins again. Using various parameters for his model Turchin claims this predicts the forty-to-sixty year cycle of violence observed in the data.


So this is the basic thesis of Secular Cycles. Pre-industrial history operates on two cycles: first, a three-hundred year cycle of the rise-and-fall of civilizations. And second, a 40-60 year cycle of violent disorder that only becomes relevant during the lowest parts of the first cycle.


II

This is all in the first chapter of the book! The next eight chapters are case studies of eight different historical periods and how they followed the secular cycle model.


For example, Chapter 7 is on the Roman Empire. It starts with Augustus in 27 BC. The Roman Republic has just undergone a hundred years of civil war, from the Gracchi to Marius to Sulla to Pompey to Caesar to Antony. All of this decreased its population by 30% from its second-century peak. That means things are set to get a lot better very quickly.


The expansion phase of the Empire lasted from Augustus (27 BC) to Nerva (96 AD), followed by a stagflation phase from Nerva to Antonius Pius (165 AD). Throughout both phases, the population grew – from about 40 million in Augustus’ day to 65 million in Antonius’. Wheat prices stayed stable until Nerva, then doubled from the beginning of the second century to its end. Legionary pay followed the inverse pattern, staying stable until Nerva and then decreasing by a third before 200. The finances of the state were the same – pretty good until the late second century (despite occasional crazy people becoming Emperor and spending the entire treasury building statues of themselves), but cratering during the time of Marcus Aurelius and Commodus (who debased the denarius down to only 2 g silver).


Throughout expansion and stagflation, the Empire was relatively peaceful (the “Pax Romana”). Sure, occasionally a crazy person would become Emperor and they would have to kill him. There was even one small civil war which lasted all of a year (69 AD). But in general, these were isolated incidents.


Throughout the expansion phase, upward mobility was high and income inequality relatively low. T&N measure this as how many consuls (the highest position in the Roman governmental hierarchy) had fathers who were also consuls. This decreased throughout the first century – from 46% to 18% – then started creeping back up during the stagflation phase to reach 32% at the end of the second century.


The crisis phase began in 165 AD at the peak of Rome’s population and wealth. The Antonine Plague ravaged the Empire, killing 30% of the population. Fifteen years later, the century-long dominance of the Good Emperors ended, and Commodus took the throne. Then he was murdered and Pertinax took the throne. Then he was murdered and Didius Julianus took the throne. Then he was murdered and Septimius Severus took the throne.


Now we are well into the disintegrative trend, and the shorter 40-60 year cycle comes into play. Septimius Severus founds a dynasty that lasts 41 years, until Septimius Alexander (the grandson of Septimius Severus’ sister-in-law; it’s complicated) was assassinated by his own soldiers in Germany. This begins the Crisis Of The Third Century, a time of constant civil war, mass depopulation, and economic collapse. The Five Good Emperors of the second century ruled 84 years between them (average of 17 years per emperor). The fifty year Crisis included 27 emperors, for an average of less than 2 years per emperor.


Finally, in 284, Emperor Diocletian ended the civil wars, re-established centralized authority, and essentially refounded the Roman Empire – a nice round 310 years after Augustus did the same. T&N mark this as the end of a secular cycle and the beginning of a new integrative trend.


T&N are able to tell this story. But they don’t just tell the story. They are able to cite various statistics to back themselves up. The Roman population statistics. The price of wheat and other foodstuffs. The average wages for laborers. They especially like coin hoards – the amount of buried treasure from a given period discovered by treasure-hunters – because they argue you only bury your money during times of instability, so this forms a semi-objective way of measuring how unstable things are.


They are at their best when presenting very broad summary statistics. For example, Roman industry produced vast amounts of lead, which entered the atmosphere and settled into the Greenland ice sheet. Here is Roman lead output per year as measured in ice cores:
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This shows four peaks for the four cycles T&N identify in Rome: the Kingdom, the Republic, the Early Empire of Augustus (Principate, the one described above), and the Late Empire of Diocletian (Dominate). It even shows a sawtooth-y pattern corresponding to the shorter bigenerational cycles.


Or here is building activity in Rome, measured by how many buildings archaeologists have found from a given time:
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This is a little less perfect (why is there a big gap in the middle of the Principate? I guess Augustus is a hard act to follow, building-wise) but it still looks good for the cycle theory.


And here is an Index Of Political Instability, which “combines measures of duration, intensity, and scale of political instability events, coded by a team of professional historians”:
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Rome is the one on top. Instability clearly peaks during the crisis-depression phases between T&N’s secular cycles – again with a sawtooth pattern representing the bigenerational cycles.


III

Seeing patterns in random noise is one of the basic human failure modes. Secular Cycles is so prima facie crackpottish that it should require mountains of data before we even start wondering if it might be true. I want to make it clear that the book – plus Turchin individually in some of his other books and papers – provides these mountains. I can’t show every single case study, graph, and table in this book review. But the chapter above on the Roman Principate included 25 named figures and graphs, plus countless more informal presentations of data series, from “real wages of agricultural laborers in Roman Egypt during the second century” to “mean annual real land rents for wheat fields in artabas per aroura, 27 BC to 268 CE” to “imperial handouts per reign-year” to “importation of African red slip ware into the Albegna Valley of Etruria, 100 – 600”. And this is just one chapter, randomly chosen. There are seven others just like this. This book understands the burden of proof it is under, and does everything it can to meet it.


Still, we should be skeptical. How many degrees of freedom do T&N have, and is it enough to undermine their case?


First, they get some freedom in the civilizations they use as case studies. They could have searched through every region and period and cherry-picked eight civilizations that rose and fell over a periods of three hundred years. Did they? I don’t think so. The case studies are England, France, Rome, and Russia. These are some of the civilizations of greatest interest to the English-speaking world (except Russia, which makes sense in context because the authors are both Russian). They’re also some of the civilizations best-studied by Anglophone historians and with the most data available (the authors’ methodology requires having good time-series of populations, budgets, food production, etc).


Also, it’s not too hard to look at the civilizations they didn’t study and fill in the gaps. The book barely mentions China, but it seems to fit the model pretty well (“the empire united longs to divide; divided longs to unite”). In fact, taking the quotation completely seriously – the empire was first united during the Qin Dynasty starting in 221 BC, which lasted only 20 years before seguing into the Han Dynasty in 202 BC. The Han expanded and prospered for about a century, had another century of complicated intrigue and frequently revolt, and then ended in disaster in the first part of the first century, with a set of failed reforms, civil war, the sack of the capital, some more civil war, peasant revolt, and even more civil war. The separate period of the Eastern Han Dynasty began in 25 AD, about 240 years after the beginning of the Qin-Han cycle. The Eastern Han also grew and prospered for about a hundred years, then had another fifty years of simmering discontent, then fell apart in about 184 AD, with another series of civil wars, peasant rebellions, etc. This was the Three Kingdoms Period during which “the empire united longs to divide, divided longs to unite” was written to describe. It lasted another eighty years until 266 AD, after which the Jin Dynasty began. The Jin Dynasty was kind of crap, but it lasted another 180 years until 420, followed by 160 years of division, followed by the Sui and Tang dynasties, which were not crap. So I don’t think it takes too much pattern-matching to identify a Western-Han-to-Eastern-Han Cycle of 240 years, followed by an Eastern-Han-to-Jin Cycle of 241 years, followed by a Jin-to-Sui/Tang-Cycle of 324 years.


One could make a more hostile analysis. Is it really fair to lump the Western Jin and Eastern Jin conveniently together, but separate the Western Han and Eastern Han conveniently apart? Is it really fair to call the crappy and revolt-prone Jin Dynasty an “integrative trend” rather than a disintegrative trend that lasted much longer than the theory should predict? Is it really fair to round off cycles of 240 and 320 years to “basically 300 years”?


I think the answer to all of these is “T&N aren’t making predictions about the length of Chinese dynasties, they’re making predictions about the nature of secular cycles, which are correlated with dynasties but not identical to them”. If I had the equivalent to lead core readings for China, or an “instability index”, or time series data for wages or health or pottery importation or so on, maybe it would be perfectly obvious that the Eastern and Western Han defined two different periods, but the Eastern and Western Jin were part of the same period – the same way one look at the lead core data for Rome shows that the Julio-Claudian dynasty vs. the Flavian Dynasty is not an interesting transition.


A secondary answer might be that T&N admit all sorts of things can alter the length of secular cycles. They tragically devote only a few pages to “Ibn Khaldun cycles”, the theory of 14th century Arabic historian Ibn Khaldun that civilizations in the Maghreb rise and fall on a one hundred year period. But they discuss it just enough to say their data confirm Ibn Khaldun’s observations. The accelerated timescale (100 vs. 300 years) is because the Maghreb is massively polygynous, with successful leaders having harems of hundreds of concubines. This speeds up the elite overproduction process and makes everything happen in fast-forward. T&N also admit that their theory only describes civilizations insofar as they are self-contained. This approximately holds for hegemons like Rome at its height, but fails for eg Poland, whose history is going to be much more influenced by when Russia or Germany decides to invade than by the internal mechanisms of Polish society. Insofar as external shocks – whether climatic, foreign military, or whatever else – affect a civilization, secular cycles will be stretched out, compressed, or just totally absent.


This sort of thing must obviously be true, and it’s good T&N say it, but it’s also a free pass to add as many epicycles as you need to explain failure to match data. All I can say looking at China is that, if you give it some wiggle room, it seems to fit T&N’s theories okay. The same is true of a bunch of other civilizations I plugged in to see if they would work.


Second, T&N get some degrees of freedom based on what statistics they use. In every case, they present statistics that support the presence of secular cycles, but they’re not the same statistics in every case. On the one hand, this is unavoidable; we may not have good wage data for every civilization, and levels of pottery importation might be more relevant to ancient Rome than to 19th-century Russia. On the other hand, I’m not sure what prevents them from just never mentioning the Instability Index if the Instability Index doesn’t show what they want it to show.


Here are some random Rome-related indicators I found online:
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None of them show the same four-peaked Kingdom-Republic-Principate-Dominate pattern as the ones Secular Cycles cites, or the ones Turchin has online.


Third, a lot of the statistics themselves have some degrees of freedom. A lot of them are things like “Instability Index” or “Index of Social Well-Being” or “General Badness Index”. These seem like the kind of scores you can fiddle with to get the results you want. Turchin claims he hasn’t fiddled with them – his instability index is taken from a 1937 paper I haven’t been able to find. But how many papers like that are there? Am I getting too conspiratorial now?


Likewise, we don’t have direct access to the budget of the Roman Empire (or Plantagenet England, or…). Historians have tried to reconstruct it based on archaeology and the few records that have survived. T&N cite these people, and the people they cite are at the top of their fields and say what T&N say they say. But how much flexibility did they have in deciding which estimate of the Roman budget to cite? Is there enough disagreement that they could cite the high estimate for one period and the low estimate for another, then prove it had gone down? I don’t know (though a few hours’ work ought to be enough to establish this).


I wish I could find commentary by other academics and historians on Secular Cycles, or on Turchin’s work more generally. I feel like somebody should either be angrily debunking this, or else throwing the authors a ticker-tape parade for having solved history. Neither is happening. The few comments I can find are mostly limited to navel gazing about whether history should be quantitative or qualitative. The few exceptions find are blog posts by people I already know and respect urging me to read Turchin five years ago, advice I am sorry for not taking. If you know of any good criticism, please tell me where to find it.


Until then, my very quick double-checking suggests T&N are pretty much on the level. But there could still be subtler forms of overfitting going on that I don’t know enough about history to detect.


IV

If this is true, does it have any implications for people today?


First, a very weak implication: it makes history easier to learn. I was shocked how much more I remembered about the Plantagenets, Tudors, Capetians, etc after reading this book, compared to reading any normal history book about them. I think the secret ingredient is structure. If history is just “one damn thing after another”, there’s no framework for figuring out what matters, what’s worth learning, what follows what else. The secular cycle idea creates a structure that everything fits into neatly. I know that the Plantagenet Dynasty lasted from 1154 – 1485, because it had to, because that’s a 331 year secular cycle. I know that the important events to remember include the Anarchy of 1135 – 1153 and the War of the Roses from 1455 – 1487, because those are the two crisis-depression periods that frame the cycle. I know that after 1485 Henry Tudor took the throne and began a new age of English history, because that’s the beginning of the integrative phase of the next cycle. All of this is a lot easier than trying to remember these names and dates absent any context. I would recommend this book for that reason alone.


Second, I think this might give new context to Piketty on inequality. T&N describe inequality as starting out very low during the growth phase of a secular cycle, rising to a peak during the stagflation phase, then dropping precipitously during the crisis. Piketty describes the same: inequality rising through the peaceful period of 1800 to 1900, dropping precipitously during the two World Wars, then gradually rising again since then. This doesn’t make a huge amount of sense, since I’m not sure you can fit the post industrial world into secular cycles. But I notice Piketty seems to think of this as a once-off event – inequality has been rising forever, broken only by the freak crisis of the two World Wars – and it’s interesting to read T&N talk about the exact same process recurring again and again throughout history.


Finally, and most important: is there any sense in which this is still going on?


The easiest answer would be no, there isn’t. The secular cycles are based around Malthusian population growth, but we are now in a post-Malthusian regime where land is no longer the limiting resource. And the cycles seem to assume huge crises killing off 30% to 50% of the population, but those don’t happen anymore in First World countries; the Civil War was the bloodiest period of US history, and even it only killed 2% of Americans. Even Germany only lost about 15% of its population in World Wars I + II.


But Turchin has another book, Ages Of Discord, arguing that they do. I have bought it and started it and will report back when I’m done.


Even without a framework, this is just interesting to think about. In popular understanding of American history, you can trace out optimistic and pessimistic periods. The national narrative seems to include a story of the 1950s as a golden age of optimism. Then everyone got angry and violent in the early 1970s (the Status 451 review of Days Of Rage is pretty great here, and reminds us that “people have completely forgotten that in 1972 we had over nineteen hundred domestic bombings in the United States”). Then everything suddenly got better once Reagan declared “morning in America” in the 1980s, with an era of optimism and good feelings lasting through the Clinton administration. Then things starting to turn bad sometime around Bush II. And now everybody hates each other, and fascists and antifa are fighting in the streets, and people are talking about how “civility” and “bipartisanship” are evil tools of oppression, and PredictIt says an avowed socialist has a 10% chance of becoming president of the US. To what extent is this narrative true? I don’t know, but it’s definitely the narrative.


One thing that strikes me about T&N’s cycles is the ideological component. They describe how, during a growth phase, everyone is optimistic and patriotic, secure in the knowledge that there is enough for everybody. During the stagflation phase, inequality increases, but concern about inequality increases even more, zero-sum thinking predominates, and social trust craters (both because people are actually defecting, and because it’s in lots of people’s interest to play up the degree to which people are defecting). By the crisis phase, partisanship is much stronger than patriotism and radicals are talking openly about how violence is ethically obligatory.


And then, eventually, things get better. There is a new Augustan Age of virtue and the reestablishment of all good things. This is a really interesting claim. Western philosophy tends to think in terms of trends, not cycles. We see everything going on around us, and we think this is some endless trend towards more partisanship, more inequality, more hatred, and more state dysfunction. But Secular Cycles offers a narrative where endless trends can end, and things can get better after all.


Of course, it also offers a narrative where sometimes this process involves the death of 30% – 50% of the population. Maybe I should read Turchin’s other books before speculating any further.

 




















Book Review: Ages Of Discord

September 2, 2019


I

I recently reviewed Secular Cycles, which presents a demographic-structural theory of the growth and decline of pre-industrial civilizations. When land is plentiful, population grows and the economy prospers. When land reaches its carrying capacity and income declines to subsistence, the area is at risk of famines, diseases, and wars – which kill enough people that land becomes plentiful again. During good times, elites prosper and act in unity; during bad times, elites turn on each other in an age of backstabbing and civil strife. It seemed pretty reasonable, and authors Peter Turchin and Sergey Nefedov had lots of data to support it. Ages of Discord is Turchin’s attempt to apply the same theory to modern America. There are many reasons to think this shouldn’t work, and the book does a bad job addressing them. So I want to start by presenting Turchin’s data showing such cycles exist, so we can at least see why the hypothesis might be tempting. Once we’ve seen the data, we can decide how turned off we want to be by the theoretical problems.


The first of Turchin’s two cyclic patterns is a long cycle of national growth and decline. In Secular Cycles’ pre-industrial societies, this pattern lasted about 300 years; in Ages of Discord’s picture of the modern US, it lasts about 150:
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This summary figure combines many more specific datasets. For example, archaeologists frequently assess the prosperity of a period by the heights of its skeletons. Well-nourished, happy children tend to grow taller; a layer with tall skeletons probably represents good times during the relevant archaeological period; one with stunted skeletons probably represents famine and stress. What if we applied this to the modern US?
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Average US height and life expectancy over time.

As far as I can tell, the height graph is raw data. The life expectancy graph is the raw data minus an assumed constant positive trend – that is, given that technological advance is increasing life expectancy at a linear rate, what are the other factors you see when you subtract that out? The exact statistical logic be buried in Turchin’s source (Historical Statistics of the United States, Carter et al 2004), which I don’t have and can’t judge.


This next graph is the median wage divided by GDP per capita, a crude measure of income equality:
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Lower values represent more inequality.

This next graph is median female age at first marriage. Turchin draws on research suggesting this tracks social optimism. In good times, young people can easily become independent and start supporting a family; in bad times, they will want to wait to make sure their lives are stable before settling down:
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This next graph is Yale tuition as a multiple of average manufacturing worker income. To some degree this will track inequality in general, but Turchin thinks it also measures something like “difficulty of upward mobility”:
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This next graph shows DW-NOMINATE’s “Political Polarization Index”, a complicated metric occasionally used by historians of politics. It measures the difference in voting patterns between the average Democrat in Congress and the average Republican in Congress (or for periods before the Democrats and Republicans, whichever two major parties there were). During times of low partisanship, congressional votes will be dominated by local or individual factors; during times of high partisanship, it will be dominated by party identification:
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I’ve included only those graphs which cover the entire 1780 – present period; the book includes many others that only cover shorter intervals (mostly the more recent periods when we have better data). All of them, including the shorter ones not included here, reflect the same general pattern. You can see it most easily if you standardize all the indicators to the same scale, match the signs so that up always means good and down always means bad, and put them all together:
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Note that these aren’t exactly the same indicators I featured above; we’ll discuss immigration later.

The “average” line on this graph is the one that went into making the summary graphic above. Turchin believes that after the American Revolution, there was a period of instability lasting a few decades (eg Shays’ Rebellion, Whiskey Rebellion) but that America reached a maximum of unity, prosperity, and equality around 1820. Things gradually got worse from there, culminating in a peak of inequality, misery, and division around 1900. The reforms of the Progressive Era gradually made things better, with another unity/prosperity/equality maximum around 1960. Since then, an increasing confluence of negative factors (named here as the Reagan Era trend reversal, but Turchin admits it began before Reagan) has been making things worse again.


II

Along with this “grand cycle” of 150 years, Turchin adds a shorter instability cycle of 40-60 years. This is the same 40-60 year instability cycle that appeared in Secular Cycles, where Turchin called it “the bigenerational cycle”, or the “fathers and sons cycle”.
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Timing and intensity of internal war in medieval and early modern England, from Turchin and Nefedov 2009.

The derivation of this cycle, explained on pages 45 – 58 of Ages of Discord, is one of the highlights of the book. Turchin draws on the kind of models epidemiologists use to track pandemics, thinking of violence as an infection and radicals as plague-bearers. You start with an unexposed vulnerable population. Some radical – patient zero – starts calling for violence. His ideas spread to a certain percent of people he interacts with, gradually “infecting” more and more people with the “radical ideas” virus. But after enough time radicalized, some people “recover” – they become exhausted with or disillusioned by conflict, and become pro-cooperation “active moderates” who are impossible to reinfect (in the epidemic model, they are “inoculated”, but they also have an ability without a clear epidemiological equivalent to dampen radicalism in people around them). As the rates of radicals, active moderates, and unexposed dynamically vary, you get a cyclic pattern. First everyone is unexposed. Then radicalism gradually spreads. Then active moderation gradually spreads, until it reaches a tipping point where it triumphs and radicalism is suppressed to a few isolated reservoirs in the population. Then the active moderates gradually die off, new unexposed people are gradually born, and the cycle starts again. Fiddling with all these various parameters, Turchin is able to get the system to produce 40-60 year waves of instability.


[image: ]

To check this empirically, Turchin tries to measure the number of “instability events” in the US over various periods. He very correctly tries to use lists made by others (since they are harder to bias), but when people haven’t catalogued exactly the kind of instability he’s interested in over the entire 1780 – present period, he sometimes adds his own interpretation. He ends up summing riots, lynchings, terrorism (including assassinations), and mass shootings – you can see his definition for each of these starting on page 114; the short version is that all the definitions seem reasonable but inevitably include a lot of degrees of freedom.


When he adds all this together, here’s what happens:
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Political instability / violent events show three peaks, around 1870, 1920, and 1970.

The 1870 peak includes the Civil War, various Civil War associated violence (eg draft riots), and the violence around Reconstruction (including the rise of the Ku Klux Klan and related violence to try to control newly emancipated blacks).


The 1920 peak includes the height of the early US labor movement. Turchin discusses the Mine War, an “undeclared war” from 1920-1921 between bosses and laborers in Appalachian coal country:



Although it started as a labor dispute, it eventually turned into the largest armed insurrection in US history, other than the Civil War. Between 10,000 and 15,000 miners armed with rifles fought thouasnds of strike-breakers and sheriff’s deputies, called the Logan Defenders. The insurrection was ended by the US Army. While such violent incidents were exceptional, they took place against a background of a general “class war” that had been intensifying since the violent teens. “In 1919 nearly four million workers (21% of the workforce) took disruptive action in the face of employer reluctance to recognize or bargain with unions” (Domhoff and Webber, 2011:74).



Along with labor violence, 1920 was also a peak in racial violence:



Race-motivated riots also peaked around 1920. The two most serious such outbreaks were the Red Summer of 1919 (McWhirter 2011) and the Tulsa (Oklahoma) Race Riot. The Red Summer involved riots in more than 20 cities across the United States and resulted in something like 1,000 fatalities. The Tulsa riot in 1921, which caused about 300 deaths, took on an aspect of civil war, in which thousands of whites and blacks, armed with firearms, fought in the streets, and most of the Greenwood District, a prosperous black neighborhood, was destroyed.



And terrorism:



The bombing campaign by Italian anarchists (“Galleanists”) culminated in the 1920 explosion on Wall Street, which caused 38 fatalities.



The same problems: labor unrest, racial violence, terrorism – repeated during the 1970s spike. Instead of quoting Turchin on this, I want to quote this Status 451 review of Days of Rage, because it blew my mind:



“People have completely forgotten that in 1972 we had over nineteen hundred domestic bombings in the United States.” — Max Noel, FBI (ret.)


Recently, I had my head torn off by a book: Bryan Burrough’s Days of Rage, about the 1970s underground. It’s the most important book I’ve read in a year. So I did a series of running tweetstorms about it, and Clark asked me if he could collect them for posterity. I’ve edited them slightly for editorial coherence.


Days of Rage is important, because this stuff is forgotten and it shouldn’t be. The 1970s underground wasn’t small. It was hundreds of people becoming urban guerrillas. Bombing buildings: the Pentagon, the Capitol, courthouses, restaurants, corporations. Robbing banks. Assassinating police. People really thought that revolution was imminent, and thought violence would bring it about.


One thing that Burrough returns to in Days of Rage, over and over and over, is how forgotten so much of this stuff is. Puerto Rican separatists bombed NYC like 300 times, killed people, shot up Congress, tried to kill POTUS (Truman). Nobody remembers it.



The passage speaks to me because – yeah, nobody remembers it. This is also how I feel about the 1920 spike in violence. I’d heard about the Tulsa race riot, but the Mine War and the bombing of Wall Street and all the other stuff was new to me. This matters because my intuitions before reading this book would not have been that there were three giant spikes in violence/instability in US history located fifty years apart. I think the lesson I learn is not to trust my intuitions, and to be a little more sympathetic to Turchin’s data.


One more thing: the 1770 spike was obviously the American Revolution and all of the riots and communal violence associated with it (eg against Tories). Where was the 1820 spike? Turchin admits it didn’t happen. He says that because 1820 was the absolute best part of the 150 year grand cycle, everybody was so happy and well-off and patriotic that the scheduled instability peak just fizzled out. Although Turchin doesn’t mention it, you could make a similar argument that the 1870 spike was especially bad (see: the entire frickin’ Civil War) because it hit close to (though not exactly at) the worst part of the grand cycle. 1920 hit around the middle, and 1970 during a somewhat-good period, so they fell in between the nonissue of 1820 and the disaster of 1870.


III

I haven’t forgotten the original question – what drives these 150 year cycles of rise and decline – but I want to stay with the data just a little longer. Again, these data are really interesting. Either some sort of really interesting theory has to be behind them – or they’re just low-quality data cherry-picked to make a point. Which are they? Here are a couple of spot-checks to see if the data are any good.


First spot check: can I confirm Turchin’s data from independent sources?


	Here is a graph of average US height over time which seems broadly similar to Turchin’s.

	Here is a different measure of US income inequality over time, which again seems broadly similar to Turchin’s. Piketty also presents very similar data, though his story places more emphasis on the World Wars and less on the labor movement.

	The Columbia Law Review measures political polarization over time and gets mostly the same numbers as Turchin.


I’m going to consider this successfully checked; Turchin’s data all seem basically accurate.


Second spot check: do other indicators Turchin didn’t include confirm the pattern he detects, or did he just cherry-pick the data series that worked? Spoiler: I wasn’t able to do this one. It was too hard to think of measures that should reflect general well-being and that we have 200+ years of unconfounded data for. But here are my various failures:


	The annual improvement in mortality rate does not seem to follow the cyclic pattern. But isn’t this more driven by a few random factors like smoking rates and the logic of technological advance?

	Treasury bonds maybe kind of follow the pattern until 1980, after which they go crazy.

	Divorce rates look kind of iffy, but isn’t that just a bunch of random factors?

	Homicide rates, with the general downward trend removed, sort of follow the pattern, except for the recent decline?

	USD/GBP exchange rates don’t show the pattern at all, but that could be because of things going on in Britain?


The thing is – really I have no reason to expect divorce rates, homicide rates, exchange rates etc to track national flourishing. For one thing, they may just be totally unrelated. For another, even if they were tenuously related, there are all sorts of other random factors that can affect them. The problem is, I would have said this was true for height, age at first marriage, and income inequality too, before Turchin gave me convincing-sounding stories for why it wasn’t. I think my lesson is that I have no idea which indicators should vs. shouldn’t follow a secular-cyclic pattern and so I can’t do this spot check against cherry-picking the way I hoped.


Third spot check: common sense. Here are some things that stood out to me:


	The Civil War is at a low-ish part of the cycle, but by no means the lowest.

	The Great Depression happened at a medium part of the cycle, when things should have been quickly getting better.

	Even though there was a lot of new optimism with Reagan, continuing through the Clinton years, the cycle does not reflect this at all.


Maybe we can rescue the first and third problem by combining the 150 year cycle with the shorter 50 year cycle. The Civil War was determined by the 50-year cycle having its occasional burst of violence at the same time the 150-year cycle was at a low-ish point. People have good memories of Reagan because the chaos of the 1970 violence burst had ended.


As for the second, Turchin is aware of the problem. He writes:



There is a widely held belief among economists and other social scientists that the 1930s were the “defining moment” in the development of the American politico-economic system (Bordo et al 1998). When we look at the major structural-demographic variables, however, the decade of the 1930s does not seem to be a turning point. Structural-demographic trends that were established during the Progressive Era continues through the 1930s, although some of them accelerated.


Most notably, all the well-being variables that went through trend reversals before the Great Depression – between 1900 and 1920. From roughly 1910 and to 1960 they all increased roughly monotonically, with only one or two minor fluctuations around the upward trend. The dynamics of real wages also do not exhibit a breaking point in the 1930s, although there was a minor acceleration after 1932.



By comparison, he plays up the conveniently-timed (and hitherto unknown to me) depression of the mid-1890s. Quoting Turchin quoting McCormick:



No depression had ever been as deep and tragic as the one that lasted from 1893 to 1897. Millions suffered unemployment, especially during the winters of 1893-4 and 1894-5, and thousands of ‘tramps’ wandered the countryside in search of food […]


Despite real hardship resulting form massive unemployment, well-being indicators suggest that the human cost of the Great Depression of the 1930s did not match that of the “First Great Depression” of the 1890s (see also Grant 1983:3-11 for a general discussion of the severity of the 1890s depression. Furthermore, while the 1930s are remembered as a period of violent labor unrest, the intensity of class struggle was actually lower than during the 1890s depression. According to the US Political Violence Database (Turchin et al. 2012) there were 32 lethal labor disputes during the 1890s that collectively caused 140 deaths, compared with 20 such disputes in the 1930s with the total of 55 deaths. Furthermore, the last lethal strike in US labor history was in 1937… in other words, the 1930s was actually the last uptick of violent class struggle in the US, superimposed on an overall declining trend.


The 1930s Depression is probably remembered (or rather misremembered) as the worst economic slump in US history, simply because it was the last of the great depressions of the post-Civil War era.



Fourth spot check: Did I randomly notice any egregious errors while reading the book?


On page 70, Turchin discusses “the great cholera epidemic of 1849, which carried away up to 10% of the American population”. This seemed unbelievably high to me. I checked the source he cited, Kohl’s “Encyclopedia Of Plague And Pestilence”, which did give that number. But every other source I checked agreed that the epidemic “only” killed between 0.3% – 1% of the US population (it did hit 10% in a few especially unlucky cities like St. Louis). I cannot fault Turchin’s scholarship in the sense of correctly repeating something written in an encyclopedia, but unless I’m missing something I do fault his common sense.


Also, on page 234, Turchin interprets the percent of medical school graduates who get a residency as “the gap between the demand and supply of MD positions”, which he ties into a wider argument about elite overproduction. But I think this shows a limited understanding of how the medical system works. There is currently a severe undersupply of doctors – try getting an appointment with a specialist who takes insurance in a reasonable amount of time if you don’t believe me. Residencies aren’t limited by organic demand. They’re limited because the government places so many restrictions on them that hospitals don’t sponsor them without government funding, and the government is too stingy to fund more of them. None of this has anything to do with elite overproduction.


These are just two small errors in a long book. But they’re two errors in medicine, the field I know something about. This makes me worry about Gell-Mann Amnesia: if I notice errors in my own field, how many errors must there be in other fields that I just didn’t catch?


My overall conclusion from the spot-checks is that the data as presented are basically accurate, but that everything else is so dependent on litigating which things are vs. aren’t in accordance with the theory that I basically give up.


IV

Okay. We’ve gone through the data supporting the grand cycle. We’ve gone through the data and theory for the 40-60 year instability cycle. We’ve gone through the reasons to trust vs. distrust the data. Time to go back to the question we started with: why should the grand cycle, originally derived from the Malthusian principles that govern pre-industrial societies, hold in the modern US? Food and land are no longer limiting resources; famines, disease, and wars no longer substantially decrease population. Almost every factor that drives the original secular cycle is missing; why even consider the possibility that it might still apply?


I’ve put this off because, even though this is the obvious question Ages of Discord faces from page one, I found it hard to get a single clear answer.


Sometimes, Turchin talks about the supply vs. demand of labor. In times when the supply of labor outpaces demand, wages go down, inequality increases, elites fragment, and the country gets worse, mimicking the “land is at carrying capacity” stage of the Malthusian cycle. In times when demand for labor exceeds supply, wages go up, inequality decreases, elites unite, and the country gets better. The government is controlled by plutocrats, who always want wages to be low. So they implement policies that increase the supply of labor, especially loose immigration laws. But their actions cause inequality to increase and everyone to become miserable. Ordinary people organize resistance: populist movements, socialist cadres, labor unions. The system teeters on the edge of violence, revolution, and total disintegration. Since the elites don’t want those things, they take a step back, realize they’re killing the goose that lays the golden egg, and decide to loosen their grip on the neck of the populace. The government becomes moderately pro-labor and progressive for a while, and tightens immigration laws. The oversupply of labor decreases, wages go up, inequality goes down, and everyone is happy. After everyone has been happy for a while, the populists/socialists/unions lose relevance and drift apart. A new generation of elites who have never felt threatened come to power, and they think to themselves “What if we used our control of the government to squeeze labor harder?” Thus the cycle begins again.


But at other times, Turchin talks more about “elite overproduction”. When there are relatively few elites, they can cooperate for their common good. Bipartisanship is high, everyone is unified behind a system perceived as wise and benevolent, and we get a historical period like the 1820s US golden age that historians call The Era Of Good Feelings. But as the number of elites outstrips the number of high-status positions, competition heats up. Elites realize they can get a leg up in an increasingly difficult rat race by backstabbing against each other and the country. Government and culture enter a defect-defect era of hyperpartisanship, where everyone burns the commons of productive norms and institutions in order to get ahead. Eventually… some process reverses this or something?… and then the cycle starts again.


At still other times, Turchin seems to retreat to a sort of mathematical formalism. He constructs an extremely hokey-looking dynamic feedback model, based on ideas like “assume that the level of discontent among ordinary people equals the urbanization rate x the age structure x the inverse of their wages relative to the elite” or “let us define the fiscal distress index as debt ÷ GDP x the level of distrust in state institutions”. Then he puts these all together into a model that calculates how the the level of discontent affects and is affected by the level of state fiscal distress and a few dozen other variables. On the one hand, this is really cool, and watching it in action gives you the same kind of feeling Seldon must have had inventing psychohistory. On the other, it seems really made-up. Turchin admits that dynamic feedback systems are infamous for going completely haywire if they are even a tiny bit skew to reality, but assures us that he understands the cutting-edge of the field and how to make them not to do that. I don’t know enough to judge whether he’s right or wrong, but my priors are on “extremely, almost unfathomably wrong”. Still, at times he reminds us that the shifts of dynamic feedback systems can be attributed only to the system in its entirety, and that trying to tell stories about or point to specific factors involved in any particular shift is an approximation at best.


All of these three stories run into problems almost immediately.


First, the supply of labor story focuses pretty heavily on immigration. Turchin puts a lot of work into showing that immigration follows the secular cycle patterns; it is highest at the worst part of the cycle, and lowest at the best parts:
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In this model, immigration is a tool of the plutocracy. High supply of labor (relative to demand) drives down wages, increases inequality, and lowers workers’ bargaining power. If the labor supply is poorly organized, comes from places that don’t understand the concept of “union”, don’t know their rights, and have racial and linguistic barriers preventing them from cooperating with the rest of the working class, well, even better. Thus, periods when the plutocracy is successfully squeezing the working class are marked by high immigration. Periods when the plutocracy fears the working class and feels compelled to be nice to them are marked by low immigration.


This position makes some sense and is loosely supported by the long-term data above. But isn’t this one of the most-studied topics in the history of economics? Hasn’t it been proven almost beyond doubt that immigrants don’t steal jobs from American workers, and that since they consume products themselves (and thus increase the demand for labor) they don’t affect the supply/demand balance that sets wages?


It appears I might just be totally miscalibrated on this topic. I checked the IGM Economic Experts Panel. Although most of the expert economists surveyed believed immigration was a net good for America, they did say (50% agree to only 9% disagree) that “unless they were compensated by others, many low-skilled American workers would be substantially worse off if a larger number of low-skilled foreign workers were legally allowed to enter the US each year”. I’m having trouble seeing the difference between this statement (which economists seem very convinced is true) and “you should worry about immigrants stealing your job” (which everyone seems very convinced is false). It might be something like – immigration generally makes “the economy better”, but there’s no guarantee that these gains are evently distributed, and so it can be bad for low-skilled workers in particular? I don’t know, this would still represent a pretty big update, but given that I was told all top economists think one thing, and now I have a survey of all top economists saying the other, I guess big updates are unavoidable. Interested in hearing from someone who knows more about this.


Even if it’s true that immigration can hurt low-skilled workers, Turchin’s position – which is that increased immigration is responsible for a very large portion of post-1973 wage stagnation and the recent trend toward rising inequality – sounds shocking to current political sensibilities. But all Turchin has to say is:



An imbalance between labor supply and demand clearly played an important role in driving real wages down after 1978. As Harvard economist George J. Borjas recently wrote, “The best empirical research that tries to examine what has actually happened in the US labor market aligns well with economic theory: An increase in the number of workers leads to lower wages.”



My impression was that Borjas was an increasingly isolated contrarian voice, so once again, I just don’t know what to do here.


Second, the plutocratic oppression story relies pretty heavily on the idea that inequality is a unique bad. This fits the zeitgeist pretty well, but it’s a little confusing. Why should commoners care about their wages relative to elites, as opposed to their absolute wages? Although median-wage-relative-to-GDP has gone down over the past few decades, absolute median wage has gone up – just a little, slowly enough that it’s rightly considered a problem – but it has gone up. Since modern wages are well above 1950s wages, in what sense should modern people feel like they are economically bad off in a way 1950s people didn’t? This isn’t a problem for Turchin’s theory so much as a general mystery, but it’s a general mystery I care about a lot. One answer is that the cost disease is fueled by a Baumol effect pegged to per capital income (see part 3 here), and this is a way that increasing elite wealth can absolutely (not relatively) immiserate the lower classes.


Likewise, what about The Spirit Level Delusion and other resources showing that, across countries, inequality is not particularly correlated with social bads? Does this challenge Turchin’s America-centric findings that everything gets worse along with inequality levels?


Third, the plutocratic oppression story meshes poorly with the elite overproduction story. In elite overproduction, united elites are a sign of good times to come; divided elites means dysfunctional government and potential violence. But as Pseudoerasmus points out, united elites are often united against the commoners, and we should expect inequality to be highest at times when the elites are able to work together to fight for a larger share of the pie. But I think this is the opposite of Turchin’s story, where elites unite only to make concessions, and elite unity equals popular prosperity.


Fourth, everything about the elite overproduction story confuses me. Who are “elites”? This category made sense in Secular Cycles, which discussed agrarian societies with a distinct titled nobility. But Turchin wants to define US elites in terms of wealth, which follows a continuous distribution. And if you’re defining elites by wealth, it doesn’t make sense to talk about “not enough high-status positions for all elites”; if you’re elite (by virtue of your great wealth), by definition you already have what you need to maintain your elite status. Turchin seems aware of this issue, and sometimes talks about “elite aspirants” – some kind of upper class who expect to be wealthy, but might or might not get that aspiration fulfilled. But then understanding elite overproduction hinges on what makes one non-rich-person person a commoner vs. another non-rich-person an “elite aspirant”, and I don’t remember any clear discussion of this in the book.


Fifth, what drives elite overproduction? Why do elites (as a percent of the population) increase during some periods and decrease during others? Why should this be a cycle rather than a random walk?


My guess is that Ages of Discord contains answers to some of these questions and I just missed them. But I missed them after reading the book pretty closely to try to find them, and I didn’t feel like there were any similar holes in Secular Cycles. As a result, although the book had some fascinating data, I felt like it lacked a clear and lucid thesis about exactly what was going on.


V

Accepting the data as basically right, do we have to try to wring some sense out of the theory?


The data cover a cycle and a half. That means we only sort of barely get to see the cycle “repeat”. The conclusion that it is a cycle and not some disconnected trends is based only on the single coincidence that it was 70ish years from the first turning point (1820) to the second (1890), and also 70ish years from the second to the third (1960).


A parsimonious explanation would be “for some reason things were going unusually well around 1820, unusually badly around 1890, and unusually well around 1960 again.” This is actually really interesting – I didn’t know it was true before reading this book, and it changes my conception of American history a lot. But it’s a lot less interesting than the discovery of a secular cycle.


I think the parsimonious explanation is close to what Thomas Piketty argued in his Capital In The Twenty-First Century. Inequality was rising until the World Wars, because that’s what inequality naturally does given reasonable assumptions about growth rates. Then the Depression and World Wars wiped out a lot of existing money and power structures and made things equal again for a little while. Then inequality started rising again, because that’s what inequality naturally does given reasonable assumptions about growth rates. Add in a pinch of The Spirit Level – inequality is a mysterious magic poison that somehow makes everything else worse – and there’s not much left to be explained.


(some exceptions: why was inequality decreasing until 1820? Does inequality really drive political polarization? When immigration corresponds to periods of high inequality, is the immigration causing the inequality? And what about the 50 year cycle of violence? That’s another coincidence we didn’t include in the coincidence list!)


So what can we get from Ages of Discord that we can’t get from Piketty?


First, the concept of “elite overproduction” is one that worms its way into your head. It’s the sort of thing that was constantly in the background of Increasingly Competitive College Admissions: Much More Than You Wanted To Know. It’s the sort of thing you think about when a million fresh-faced college graduates want to become Journalists and Shape The Conversation and Fight For Justice and realistically just end up getting ground up and spit out by clickbait websites. Ages of Discord didn’t do a great job breaking down its exact dynamics, but I’m grateful for its work bringing it from a sort of shared unconscious assumption into the light where we can talk about it.


Second, the idea of a deep link between various indicators of goodness and badness – like wages and partisan polarization – is an important one. It forces me to reevaluate things I had considered settled, like that immigration doesn’t worsen inequality, or that inequality is not a magical curse that poisons everything.


Third, historians have to choose what events to focus on. Normal historians usually focus on the same normal events. Unusual historians sometimes focus on neglected events that support their unusual theses, so reading someone like Turchin is a good way to learn parts of history you’d never encounter otherwise. Some of these I was able to mention above – like the Mine War of 1920 or the cholera epidemic of 1849; I might make another post for some of the others.


Fourth, it tries to link events most people would consider separate – wage stagnation since 1973, the Great Stagnation in technology, the decline of Peter Thiel’s “definite optimism”, the rise of partisan polarization. I’m not sure exactly how it links them or what it has to stay about the link, but link them it does.


But the most important thing about this book is that Turchin claims to be able to predict the future. The book (written just before Trump was elected in 2016) ends by saying that “we live in times of intensifying structural-demographic pressures for instability”. The next bigenerational burst of violence is scheduled for about 2020 (realistically +/- a few years). It’s at a low point in the grand cycle, so it should be a doozy.


What about beyond that? It’s unclear exactly where he thinks we are right now in the grand cycle. If the current cycle lasts exactly as long as the last one, we would expect it to bottom out in 2030, but Turchin never claims every cycle is exactly as long. A few of his graphs suggest a hint of curvature, suggesting we might currently be in the worst of it. The socialists seem to have gotten their act together and become an important political force, which the theory predicts is a necessary precursor to change.


I think we can count the book as having made correct predictions if violence spikes in the very near future (are the current number of mass shootings enough to satisfy this requirement? I would have to see it graphed using the same measurements as past spikes), and if sometime in the next decade or so things start looking like there’s a ray of light at the end of the tunnel.


I am pretty interested in finding other ways to test Turchin’s theories. I’m going to ask some of my math genius friends to see if the dynamic feedback models check out; if anyone wants to help, let me know how I can help you (if money is an issue, I can send you a copy of the book, and I will definitely publish anything you find on this blog). If anyone has any other ideas for to indicators that should be correlated with the secular cycle, and ideas about how to find them, I’m intereted in that too. And if anyone thinks they can explain the elite overproduction issue, please enlighten me.


I ended my review of Secular Cycles by saying:



One thing that strikes me about [Turchin]’s cycles is the ideological component. They describe how, during a growth phase, everyone is optimistic and patriotic, secure in the knowledge that there is enough for everybody. During the stagflation phase, inequality increases, but concern about inequality increases even more, zero-sum thinking predominates, and social trust craters (both because people are actually defecting, and because it’s in lots of people’s interest to play up the degree to which people are defecting). By the crisis phase, partisanship is much stronger than patriotism and radicals are talking openly about how violence is ethically obligatory.


And then, eventually, things get better. There is a new Augustan Age of virtue and the reestablishment of all good things. This is a really interesting claim. Western philosophy tends to think in terms of trends, not cycles. We see everything going on around us, and we think this is some endless trend towards more partisanship, more inequality, more hatred, and more state dysfunction. But Secular Cycles offers a narrative where endless trends can end, and things can get better after all.



This is still the hope, I guess. I don’t have a lot of faith in human effort to restore niceness, community, and civilization. All I can do is pray the Vast Formless Things accomplish it for us without asking us first.

 



















1960: The Year The Singularity Was Cancelled

April 22, 2019


 Epistemic status: Very speculative, especially Parts 3 and 4. Like many good things, this post is based on a conversation with Paul Christiano; most of the good ideas are his, any errors are mine.


I

In the 1950s, an Austrian scientist discovered a series of equations that he claimed could model history. They matched past data with startling accuracy. But when extended into the future, they predicted the world would end on November 13, 2026.


This sounds like the plot of a sci-fi book. But it’s also the story of Heinz von Foerster, a mid-century physicist, cybernetician, cognitive scientist, and philosopher.


His problems started when he became interested in human population dynamics.


(the rest of this section is loosely adapted from his Science paper “Doomsday: Friday, 13 November, A.D. 2026”)


Assume a perfect paradisiacal Garden of Eden with infinite resources. Start with two people – Adam and Eve – and assume the population doubles every generation. In the second generation there are 4 people; in the third, 8. This is that old riddle about the grains of rice on the chessboard again. By the 64th generation (ie after about 1500 years) there will be 18,446,744,073,709,551,616 people – ie about about a billion times the number of people who have ever lived in all the eons of human history. So one of our assumptions must be wrong. Probably it’s the one about the perfect paradise with unlimited resources.


Okay, new plan. Assume a world with a limited food supply / limited carrying capacity. If you want, imagine it as an island where everyone eats coconuts. But there are only enough coconuts to support 100 people. If the population reproduces beyond 100 people, some of them will starve, until they’re back at 100 people. In the second generation, there are 100 people. In the third generation, still 100 people. And so on to infinity. Here the population never grows at all. But that doesn’t match real life either.


But von Foerster knew that technological advance can change the carrying capacity of an area of land. If our hypothetical islanders discover new coconut-tree-farming techniques, they may be able to get twice as much food, increasing the maximum population to 200. If they learn to fish, they might open up entirely new realms of food production, increasing population into the thousands.


So the rate of population growth is neither the double-per-generation of a perfect paradise, nor the zero-per-generation of a stagnant island. Rather, it depends on the rate of economic and technological growth. In particular, in a closed system that is already at its carrying capacity and with zero marginal return to extra labor, population growth equals productivity growth.


What causes productivity growth? Technological advance. What causes technological advance? Lots of things, but von Foerster’s model reduced it to one: people. Each person has a certain percent chance of coming up with a new discovery that improves the economy, so productivity growth will be a function of population.


So in the model, the first generation will come up with some small number of technological advances. This allows them to spawn a slightly bigger second generation. This new slightly larger population will generate slightly more technological advances. So each generation, the population will grow at a slightly faster rate than the generation before.


This matches reality. The world population barely increased at all in the millennium from 2000 BC to 1000 BC. But it doubled in the fifty years from 1910 to 1960. In fact, using his model, von Foerster was able to come up with an equation that predicted the population near-perfectly from the Stone Age until his own day.


But his equations corresponded to something called hyperbolic growth. In hyperbolic growth, a feedback cycle – in this case population causes technology causes more population causes more technology – leads to growth increasing rapidly and finally shooting to infinity. Imagine a simplified version of Foerster’s system where the world starts with 100 million people in 1 AD and a doubling time of 1000 years, and the doubling time decreases by half after each doubling. It might predict something like this:


	Year	Population

	1 AD	100 million people

	1000 AD	200 million people

	1500 AD	400 million people

	1750 AD	800 million people

	1875 AD	1600 million people



…and so on. This system reaches infinite population in finite time (ie before the year 2000). The real model that von Foerster got after analyzing real population growth was pretty similar to this, except that it reached infinite population in 2026, give or take a few years (his pinpointing of Friday November 13 was mostly a joke; the equations were not really that precise).


What went wrong? Two things.


First, as von Foerster knew (again, it was kind of a joke) the technological advance model isn’t literally true. His hyperbolic model just operates as an upper bound on the Garden of Eden scenario. Even in the Garden of Eden, population can’t do more than double every generation.


Second, contra all previous history, people in the 1900s started to have fewer kids than their resources could support ( the demographic transition). Couples started considering the cost of college, and the difficulty of maternity leave, and all that, and decided that maybe they should stop at 2.5 kids (or just get a puppy instead).


Von Foerster published has paper in 1960, which ironically was the last year that his equations held true. Starting in 1961, population left its hyperbolic growth path. It is now expected to stabilize by the end of the 21st century.


II

But nobody really expected the population to reach infinity. Armed with this story, let’s look at something more interesting.


This (source) might be the most depressing graph ever:
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The horizontal axis is years before 2020, a random year chosen so that we can put this in log scale without negative values screwing everything up. This is an arbitrary choice, but you can also graph it with log GDP as the horizontal axis and find a similar pattern.


The vertical axis is the amount of time it took the world economy to double from that year, according to this paper. So for example, if at some point the economy doubled every twenty years, the dot for that point is at twenty. The doubling time decreases throughout most of the period being examined, indicating hyperbolic growth.


Hyperbolic growth, as mentioned before, shoots to infinity at some specific point. On this graph, that point is represented by the doubling time reaching zero. Once the economy doubles every zero years, you might as well call it infinite.


For all of human history, economic progress formed a near-perfect straight line pointed at the early 21st century. Its destination varied by a century or two now and then, but never more than that. If an ancient Egyptian economist had modern techniques and methodologies, he could have made a graph like this and predicted it would reach infinity around the early 21st century. If a Roman had done the same thing, using the economic data available in his own time, he would have predicted the early 21st century too. A medieval Burugundian? Early 21st century. A Victorian Englishman? Early 21st century. A Stalinist Russian? Early 21st century. The trend was really resilient.


In 2005, inventor Ray Kurzweil published The Singularity Is Near, claiming there would be a technological singularity in the early 21st century. He didn’t refer to this graph specifically, but he highlighted this same trend of everything getting faster, including rates of change. Kurzweil took the infinity at the end of this graph very seriously; he thought that some event would happen that really would catapult the economy to infinity. Why not? Every data point from the Stone Age to the Atomic Age agreed on this.


This graph shows the Singularity getting cancelled.


Around 1960, doubling times stopped decreasing. The economy kept growing. But now it grows at a flat rate. It shows no signs of reaching infinity; not soon, not ever. Just constant, boring 2% GDP growth for the rest of time.


Why?


Here von Foerster has a ready answer prepared for us: population!


Economic growth is a function of population and productivity. And productivity depends on technological advancement and technological advancement depends on population, so it all bottoms out in population in the end. And population looked like it was going to grow hyperbolically until 1960, after which it stopped. That’s why hyperbolic economic growth, ie progress towards an economic singularity, stopped then too.


In fact…
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This is a really sketchy graph of per capita income doubling times. It’s sketchy because until 1650, per capita income wasn’t really increasing at all. It was following a one-step-forward one-step-back pattern. But if you take out all the steps back and just watch how quickly it took the steps forward, you get something like this.


Even though per capita income tries to abstract out population, it displays the same pattern. Until 1960, we were on track for a singularity where everyone earned infinite money. After 1960, the graph “bounces back” and growth rates stabilize or even decrease.


Again, von Foerster can explain this to us. Per capita income grows when technology grows, and technology grows when the population grows. The signal from the end of hyperbolic population growth shows up here too.


To make this really work, we probably have to zoom in a little bit and look at concrete reality. Most technological advances come from a few advanced countries whose population stabilized a little earlier than the world population. Of the constant population, an increasing fraction are becoming researchers each year (on the other hand, the low-hanging fruit gets picked off and technological advance becomes harder with time). All of these factors mean we shouldn’t expect productivity growth/GWP per capita growth/technological growth to exactly track population growth. But on the sort of orders-of-magnitude scale you can see on logarithmic graphs like the ones above, it should be pretty close.


So it looks like past predictions of a techno-economic singularity for the early 21st century were based on extrapolations of a hyperbolic trend in technology/economy that depended on a hyperbolic trend in population. Since the population singularity didn’t pan out, we shouldn’t expect the techno-economic singularity to pan out either. In fact, since population in advanced countries is starting to “stagnate” relative to earlier eras, we should expect a relative techno-economic stagnation too.


…maybe. Before coming back to this, let’s explore some of the other implications of these models.


III
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The first graph is the same one you saw in the last section, of absolute GWP doubling times. The second graph is the same, but limited to Britain.


Where’s the Industrial Revolution?


It doesn’t show up at all. This may be a surprise if you’re used to the standard narrative where the Industrial Revolution was the most important event in economic history. Graphs like this make the case that the Industrial Revolution was an explosive shift to a totally new growth regime:
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It sure looks like the Industrial Revolution was a big deal. But Paul Christiano argues your eyes may be deceiving you. That graph is a hyperbola, ie corresponds to a single simple equation. There is no break in the pattern at any point. If you transformed it to a log doubling time graph, you’d just get the graph above that looks like a straight line until 1960.


On this view, the Industiral Revolution didn’t change historical GDP trends. It just shifted the world from a Malthusian regime where economic growth increased the population to a modern regime where economic growth increased per capita income.


For the entire history of the world until 1000, GDP per capita was the same for everyone everywhere during all historical eras. An Israelite shepherd would have had about as much stuff as a Roman farmer or a medieval serf.


This was the Malthusian trap, where “productivity produces people, not prosperity”. People reproduce to fill the resources available to them. Everyone always lives at subsistence level. If productivity increases, people reproduce, and now you have more people living at subsistence level. OurWorldInData has an awesome graph of this:
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As of 1500, places with higher productivity (usually richer farmland, but better technology and social organization also help) population density is higher. But GDP per capita was about the same everywhere.


There were always occasional windfalls from exciting discoveries or economic reforms. For a century or two, GDP per capita would rise. But population would always catch up again, and everyone would end up back at subsistence.


Some people argue Europe broke out of the Malthusian trap around 1300. This is not quite right. 1300s Europe achieved above-subsistence GDP, but only because the Black Plague killed so many people that the survivors got a windfall by taking their land.


Malthus predicts that this should only last a little while, until the European population bounces back to pre-Plague levels. This prediction was exactly right for Southern Europe. Northern Europe didn’t bounce back. Why not?


Unclear, but one answer is: fewer people, more plagues. Broadberry 2015 mentions that Northern European culture promoted later marriage and fewer children:



The North Sea Area had an advantage in this area because of its approach to marriage. Hajnal (1965) argued that northwest Europe had a different demographic regime from the rest of the world, characterised by later marriage and hence limited fertility. Although he originally called this the European Marriage Pattern, later work established that it applied only to the northwest of the continent. This can be linked to the availability of labour market opportunities for females, who could engage in market activity before marriage, thus increasing the age of first marriage for females and reducing the number of children conceived (de Moor and van Zanden, 2010). Later marriage and fewer children are associated with more investment in human capital, since the womenemployed in productive work can accumulate skills, and parents can afford to invest more in each of the smaller number of children because of the “quantity-quality” trade-off (Voigtländer and Voth, 2010).



This low birth rate was happening at the same time plagues were raising the death rate. Here’s another amazing graph from OurWorldInData:
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British population maxes out around 1300 (?), declines substantially during the Black Plague of 1348-49, but then keeps declining. The List Of English Plagues says another plague hit in 1361, then another in 1369, then another in 1375, and so on. Some historians call the whole period from 1348 to 1666 “the Plague Years”.


It looks like through the 1350 – 1450 period, population keeps declining, and per capita income keeps going up, as Malthusian theory would predict.


Between 1450 and 1550, population starts to recover, and per capita incomes start going down, again as Malthus would predict. Then around 1560, there’s a jump in incomes; according to the List Of Plagues, 1563 was “probably the worst of the great metropolitan epidemics, and then extended as a major national outbreak”. After 1563, population increases again and per capita incomes decline again, all the way until 1650. Population does not increase in Britain at all between 1660 and 1700. Why? The List declares 1665 to be “The Great Plague”, the largest in England since 1348.


So from 1348 to 1650, Northern European per capita incomes diverged from the rest of the world’s. But they didn’t “break out of the Malthusian trap” in a strict sense of being able to direct production toward prosperity rather than population growth. They just had so many plagues that they couldn’t grow the population anyway.


But in 1650, England did start breaking out of the Malthusian trap; population and per capita incomes grow together. Why?


Paul theorizes that technological advance finally started moving faster than maximal population growth.


Remember, in the von Foerster model, the growth rate increases with time, all the way until it reaches infinity in 2026. The closer you are to 2026, the faster your economy will grow. But population can only grow at a limited rate. In the absolute limit, women can only have one child per nine months. In reality, infant mortality, infertility, and conscious decision to delay childbearing mean the natural limits are much lower than that. So there’s a theoretical limit on how quickly the population can increase even with maximal resources. If the economy is growing faster than that, Malthus can’t catch up.


Why would this happen in England and Holland in 1650?


Lots of people have historical explanations for this. Northern European population growth was so low that people were forced to invent labor-saving machinery; eventually this reached a critical mass, we got the Industrial Revolution, and economic growth skyrocketed. Or: the discovery of America led to a source of new riches and a convenient sink for excess population. Or: something something Protestant work ethic printing press capitalism. These are all plausible. But how do they sync with the claim that absolute GDP never left its expected trajectory?


I find the idea that the Industrial Revolution wasn’t a deviation from trend fascinating and provocative. But it depends on eyeballing a lot of graphs that have had a lot of weird transformations done to them, plus writing off a lot of outliers. Here’s another way of presenting Britain’s GDP and GDP per capita data:


[image: ]

Here it’s a lot less obvious that the Industrial Revolution represented a deviation from trend for GDP per capita but not for GDP.


These British graphs show less of a singularity signature than the worldwide graphs do, probably because we’re looking at them on a shorter timeline, and because the Plague Years screwed everything up. If we insisted on fitting them to a hyperbola, it would look like this:


[image: ]

Like the rest of the world, Britain was only on a hyperbolic growth trajectory when economic growth was translating into population growth. That wasn’t true before about 1650, because of the plague. And it wasn’t true after about 1850, because of the Demographic Transition. We see a sort of fit to a hyperbola between those points, and then the trend just sort of wanders off.


It seems possible that the Industrial Revolution was not a time of abnormally fast technological advance or economic growth. Rather, it was a time when economic growth outpaced population growth, causing a shift from a Malthusian regime where productivity growth always increased population at subsistence level, to a modern regime where productivity growth increases GDP per capita. The world remained on the same hyperbolic growth trajectory throughout, until the trajectory petered out around 1900 in Britain and around 1960 in the world as a whole.


IV

So just how cancelled is the singularity?


To review: population growth increases technological growth, which feeds back into the population growth rate in a cycle that reaches infinity in finite time.


But since population can’t grow infinitely fast, this pattern breaks off after a while.


The Industrial Revolution tried hard to compensate for the “missing” population; it invented machines. Using machines, an individual could do an increasing amount of work. We can imagine making eg tractors as an attempt to increase the effective population faster than the human uterus can manage. It partly worked.


But the industrial growth mode had one major disadvantage over the Malthusian mode: tractors can’t invent things. The population wasn’t just there to grow the population, it was there to increase the rate of technological advance and thus population growth. When we shifted (in part) from making people to making tractors, that process broke down, and growth (in people and tractors) became sub-hyperbolic.


If the population stays the same (and by “the same”, I just mean “not growing hyperbolically”) we should expect the growth rate to stay the same too, instead of increasing the way it did for thousands of years of increasing population, modulo other concerns.


In other words, the singularity got cancelled because we no longer have a surefire way to convert money into researchers. The old way was more money = more food = more population = more researchers. The new way is just more money = send more people to college, and screw all that.


But AI potentially offers a way to convert money into researchers. Money = build more AIs = more research.


If this were true, then once AI comes around – even if it isn’t much smarter than humans – then as long as the computational power you can invest into researching a given field increases with the amount of money you have, hyperbolic growth is back on. Faster growth rates means more money means more AIs researching new technology means even faster growth rates, and so on to infinity.


Presumably you would eventually hit some other bottleneck, but things could get very strange before that happens.

 



















Ars Longa, Vita Brevis

November 9, 2017


The Alchemist asked if I wanted a drink. I did, but no amount of staring could make my eyes settle on the color of the liquid in the flask. And the gold the alchemists paid the taxmen smelled funny and made crackling noises. I declined.


I took the summons and set it on the table between us. The King’s son was dying. The doctors, astrologers, witches, and other assorted wise people of the kingdom could not save him. The King had asked for an alchemist, and been given one. He, too, had failed. But he had let on that there were other alchemists in the guild, greater alchemists, who knew far more than he. So the king had demanded that all the guild’s top alchemists come to the palace and try to save his son’s life. And the alchemists’ guild had refused, saying their studies could not be interrupted.


So here I was, come to make the request again, more formally but less politely.


The Alchemist pretended to read the parchment. I could tell he was faking; his eyes stayed still the whole time. Finally he gave me the same answer he had given the king’s courier: the alchemists’ studies could not be interrupted.


“Why is a few weeks subtracted from your studies more important than the prince’s life?” I demanded, staring straight into his creepy too-still eyes.


He spent too long not answering. I worried I’d broken him, that he was some kind of intricate clockwork machine and I’d yelled too loud and shifted a gear out of place. Finally he asked: “How long would you have to study architecture before you could build a castle like this one?”


“I’m no architect,” I said. “I’m a man of war.”


“Yes. So how long would you have to study, before you were an architect?”


“Ten years?” I asked. “Twenty?”


“Why so? There are books of architecture, some of them written by men far greater than the planner of this castle. Some are five hundred pages long, others a thousand. Are you so slow a reader, that it would take you ten years to read a thousand pages?”


“You can’t just read a book and know architecture.”


“But why not?”


“Because… you wouldn’t…” I had been annoyed when he first asked, but now I found the question interesting, at least amusing. Why couldn’t a great architect write his knowledge down in a book? And why couldn’t I read it and become as good as he?


“Because you’d have to memorize it all,” I finally concluded.


“Not so. I will let you carry the book with you as you build the castle.”


“It wouldn’t help. It wouldn’t be… indexed properly in my head. I would want to build a wall, and I wouldn’t even know what things to consider when building a wall, and I would have to search the whole book for them each time.”


“You are a man of war,” repeated the Alchemist. “Do you know Caesar’s histories?”


“Almost by heart.”


“Are you as good a general as Caesar?”


“No.”


“Why not?”


I took his point. Caesar had written down everything he could about war. I had mastered all of it. But I was no Caesar. It couldn’t just be the difficulty of memorizing books.


“Knowledge,” said the Alchemist, “is harder to transmit than anyone appreciates. One can write down the structure of a certain arch, or the tactical considerations behind a certain strategy. But above those are higher skills, skills we cannot name or appreciate. Caesar could glance at a battlefield and know precisely which lines were reliable and which were about to break. Vitruvius could see a great basilica in his mind’s eye, every wall and column snapping into place. We call this wisdom. It is not unteachable, but neither can it be taught. Do you understand?”


I did. If I trained with Caesar for years, some of his skill at reading a battlefield might rub off on me; I might dimly see the outlines of his genius. But he couldn’t just tell me. It wasn’t a secret which he hid from other men to remain above them. It was a power belonging to him alone, only partially transferable.


“So imagine,” continued the Alchemist, “that you wanted to build the simplest of structures. A cottage for peasants. How long would you have to study architecture under Vitruvius before you could do it?”


This time I didn’t bother protesting that I didn’t know. I just guessed. “A year?”


“And suppose you want to build something more complex. An aqueduct, every bit the equal of the Romans’. How long?”


“Five years?”


“Some grand building, a palace or temple?”


“…ten years?”


“The grandest building in the world. St. Peter’s Basilica, or the Pantheon, or Chartres Cathedral, or something new that combines the virtues of all three.”


“How should I know? Twenty years? Thirty?”


“Would you believe me if I said it was two hundred years?”


“No. The human lifespan is three score and ten. If you needed more than seventy years of studying architecture to design St. Peter’s, it would never have gotten designed.”


“Then,” said the Alchemist, “we have discovered something surprising. The art of architecture is limited by the human lifespan. The greatest building that can ever be designed is the one that would take seventy years of studying architecture to master; God has drawn a line in the sand forever closing off buildings grander than these.”


I thought for a second. “That doesn’t seem right. There are new innovations every year. The flying buttress, stained glass, the pointed arch. The Romans had none of these. We progress not only by studying the works of Vitruvius, but by pushing beyond him. Perhaps it takes a century for someone to invent the buttress, but once it is invented, only weeks for other architects to observe it and understand it well enough to incorporate into their own buildings. Architecture does not advance only architect by architect, but also civilization by civilization.”


“Are you skilled at mathematics?” asked the Alchemist.


I shook my head.


“Then we will talk this over, though rightfully it should be an equation. The first term is the speed at which a student can absorb already-discovered architectural knowledge. The second term is the speed at which a master can discover new knowledge. The third term represents the degree to which one must already be on the frontier of knowledge to make new discoveries; at zero, everyone discovers equally regardless of what they already know; at one, one must have mastered every previously-discovered fact before one can discover anything new. The fourth term represents potential for specialization; at one, it is impossible to understand any part without understanding the whole; at zero, it can be subdivided freely. The fifth…”


“I don’t think saying it in words makes the math easier to understand.”


“Ah. Well, imagine a science that takes one-tenth as long for a student to understand, as it did a master to discover. And imagine that one cannot advance the science until one understands everything that has already been discovered. And one cannot split the burden; tell one architect ‘Oh, you learn how to make walls, I will learn how to make roofs’ – a single genius must understand the whole building, every part must fit together perfectly. We can calculate how far the art can advance.”


“How?”


“The first student has no master, and must discover everything himself. He researches for 70 years, then writes his wisdom into a book before he dies. The second student reads the book, and in 7 years, he has learned 70 years of research. Then he does his own original research for 63 years and writes a book containing 133 years of research. The third student reads for 13.3 years, then does his own research for 66.7 years, ending up with 200 years. Imagine going further and further. After many generations, 690 years of research have been done, and it takes a student 69 years to master them. The student only has one year left of life to research further, leaving the world with 691 years of research total. So the cycle creeps onward, always approaching but never quite reaching 700 years of architectural research.”


“It doesn’t work that way,” I protested, partly because it didn’t, and partly because something about the story distressed me more than I could say.


“Not in architecture. An architect who has not yet mastered the entire field can still make discoveries. And the field can be split – I can work on walls while you work on windows. It would only work that way if there were an Art so unified, so perfect, that a seeker had to know the totality of what had been discovered before, if he wanted to know anything at all.”


“Then you really could never advance past 700 years of knowledge.”


“You would have to be clever. We imagine each master writing down his knowledge in a book for the student who comes after, and each student reading it at a rate of ten times as quickly as the master discovered it. But what if there was a third person in between, an editor, who reads the book not to learn the contents, but to learn how to rewrite it better and more clearly? Someone whose job it is to figure out perfect analogies, clever shortcuts, new ways of graphing and diagramming the information involved. After he has processed the master’s notes, he redacts them into a textbook which can teach in only a twentieth the time it took the master to discover.”


“Then we could double the amount of research that could eventually be completed, to 1400 years’ worth.”


“Not easily. Remember, the editors face the same problem as the students: they can only redact knowledge they themselves understand. We are adding many new people, and many generations of work, to the problem. But in the end, yes, you could accumulate 1400 years of knowledge. What if you wanted more?”


“More?”


“I’m afraid so.”


“Hm. You… could get more layers of redactors. Redactors of redactors, to make the textbooks truly perfect.”


“Perhaps what you are trying to say is that redaction is an Art.”


The Alchemist made the the capital letter unmistakeable.


“Every Art has its own structure. Architecture, with enough study, can allow you to accumulate seven hundred years of collected knowledge. How many years could redactors and tutors accumulate? Would some first redactor have to spend seventy years coming up with principles of redaction to pass down to his student, who advances the art by sixty-three more years, which he passes down in turn? Would a 1400-year redactor be an incomprehensible master, able to build whole basilicas of redaction, a master teacher who could frame any concepts to make it intuitive and memorable?”


“I changed my mind. I’m going to have that drink.”


The Alchemist poured me the liquid of indeterminate color. I took a sip. It reminded me of nothing I had ever tasted before, but very slightly of the letter “N”. More important, I was pretty sure it was alcoholic.


“You’re talking about an infinite regress”, I said, when I had finished the glass.


“Not infinite. Architects. Teachers. Teachers of teachers, but the art of teaching teaching is much the same as the art of teaching. Three levels is enough. Though the levels have to mix. The teacher who trains the next architect must be a master both of teaching and of architecture. I will spare you the math, but one needs a series of teachers at different points on the teaching-skill/architecture-skill tradeoff-curve. One will be a master teacher who has devoted decades to learning the textbook-writing skill, and who can write a brilliant Introduction To Architecture textbook that makes the first ten years of architecture ability seem perfectly natural and easy to master. Another will be a mediocre teacher who knows enough advanced architecture to write a passable textbook on the subject. Still another will do nothing but study pure Teaching itself, in the hopes that he can one day pass on this knowledge to others who will use it to write architecture textbooks. In practice we are limited to a few strategic points on the tradeoff curve.”


“In practice?”


He motioned for me to get up. We walked through dark corridors until we reached a courtyard, bathed in the glow of the full moon. It took me a second to see it. Then the dull shapes took form. Obelisks, covered in hieroglyphs. A garden of obelisks.


“The word ‘alchemy’ comes from ‘al-Kemi’, the Arabic word from Egypt. It was the ancient Egyptians who first considered the project. They didn’t want the Philosophers’ Stone, not at first. They just wanted normal philosophers. But philosophy, more than other subjects, requires the wisdom that comes with age. More than other subjects, a philosophy book cannot merely be read; it must be digested, intermingled with life experience, wrestled with. The Egyptians scholars ran into precisely the problem as our hypothetical architects – there were secrets that evaded the human lifespan.


“So they wondered whether a way to cheat death might be found. The answer was both exciting and discouraging. Through the mysteries of spiritual chemistry, an elixir might be created which would grant immortality. But the Work itself would take far more knowledge than any one man could accumulate. The symbol of alchemists is the ouroboros because our task loops back upon itself. In order to become immortal, you must first become immortal.


“All we could do was go the slow way, the same as the architects working on their great basilica, for generation after generation. So Egypt fell, but we did not fall. Rome passed away, but we did not pass. A few lines, the remnants of the old priestly families of Hierakonopolis and Memphis, continued the work. To stop would be to reset a process requiring four thousand years of gradual asymptotic improvement all the way to the beginning – texts are not worthless, but only the true tutors trained by tutor-tutors trained by tutor-tutor-tutors are fit to tutor an alchemist. A misstep is too terrible to contemplate. But any victory – a single vial of the Elixir, a single fragment of the stone – would end the nightmare forever. We would have an immortal, a philosopher whose lifespan finally matches the depth of the challenges Nature throws at us.


“That is our guild’s mission. A few of us, those who pass all their tests, do the alchemic research that moves the Work onwards. Others train to be teachers, or teachers-of-teachers. Those who fail a test somewhere along the way stay in the guild, managing its worldly affairs. Some scour the countryside for prodigies to take in and train as apprentices. Others manage our finances. And the very least capable, like me, have time to waste talking to outsiders, trying to convince them of our mission. A few centuries more, and we will have the Stone. Does that satisfy your curiosity?”


“All except my original question. Are you so busy that you cannot spare a few weeks for the prince?”


“God does not make the Great Work easy. We have done all we can to train our alchemists, our tutors, our tutor-tutors, and so on, yet in the end, the limit of human skill is the same place the possibility of success begins. It is His will to grind us up to the very asymptote.”


“I still don’t get it.”


“Do you remember the architects who learned at ten times the rate they researched, the ones who would never accumulate more than 700 years of learning? The fiftieth alchemist in the sequence has 696 years of learning, and is able to do a scant five months’ original research before his death. The hundredth alchemist has 699.98 years of learning, and is able to do about a day’s research before dying. We are not so far along as all that, but we are far. We do not have the Stone, but we have tinctures that can stabilize the lifespan, make sure nobody dies before their time. The last few generations – on their deathbed, they say they can almost taste the Stone, that it lies only a few hours of further thought beyond their level. They say of my grandfather that he realized the recipe for the Stone on his deathbed, that he started speaking it, but that his eyes closed forever before he could complete the ingredient list.”


“So?”


“You ask that we pause a few weeks from our studies to save the prince’s life. Pausing a few weeks would set us back generations. This far into the project, only the last few hours of an Alchemist’s life are of any value at all. We cannot spare the prince hours. We cannot even spare him seconds.”


“Then your teachers… or your teacher-teachers?”


“Know some alchemy, but are in the same situation. Our textbooks have been so perfectly written and rewritten over the years that it is only in the last few days of a teacher’s life that he is skilled enough to write a better one. And our teacher-training has become so perfect that it is only in the last few days of a teacher-trainer’s life that he is qualified to create teachers better than the ones who already exist.”


“There’s no slack in the system at all?”


“Only me, and those like me. Those judged unfit for research and condemned to worldly matters. We sent you one already. He failed you, as he did us. We have nothing more to give.”


“The king will not be happy. And the Prince will die.”


“Everyone dies,” said the Alchemist. “If the prince does not die this year, he will die the next, or fifty years hence. The question is not when we die, but what our life adds to the Work which accumulates in spite of time. Quicksilver evaporates to nothing unless reacted with aqua fortis; but the part which is reacted endures forever. Those lives not part of any Work mean as little to me as they will one day mean to their possessors; those which add to the Work are more precious than gold. Tell the King this.”


“He won’t understand,” I said.


“Then you will have to teach him,” said the Alchemist, “as I taught you, and my tutors taught me, and as their tutors taught them, all the way back to the first philosophers of Egypt.”


He stared at me as he spoke, and the blackness in his too-still pupils was the depth of Time.
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Trends in inflation-adjusted total cost of a K-through-12 public
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